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Abstract 

Proper control of mRNA stability is key in the regulation of gene expression, with half-lives 

varying considerably transcriptome-wide. While sequence elements regulating mRNA decay are 

classically attributed to the untranslated regions (UTRs) of the transcript, recent work across a 

range of non-human model systems has uncovered a conserved decay mechanism triggered by 

codon usage within the coding sequence (CDS). Here, I use the human ORFeome (hORFeome) 

collection, a library of human CDSs flanked by universal synthetic UTRs, to demonstrate that 

hORF constructs with different CDSs possess a wide range of stability comparable to that of 

endogenous transcripts. This CDS-mediated diversity in mRNA decay requires translation. I 

further identify codon and amino acid usage to be key elements driving this variation in stability 

and outline their relative impacts in yeast and humans. Overall, the hORFeome collection 

represents a powerful framework for deconvoluting the effects of CDSs and UTRs on stability 

transcriptome-wide. 
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Chapter 1 Introduction 
1.1 Post transcriptional regulation 
1.1.1 An overview of post transcriptional regulation 

In eukaryotic cells, genetic information is stored in the form of DNA molecules in the nucleus. 

RNA Polymerase II transcribes DNA into messenger RNA (mRNA) transcripts, which are 

exported to the cell’s cytoplasmic compartment and translated into proteins by ribosomal 

machinery (Crick, 1970). Proteins then act as effector molecules and carry out a wide range of 

functional activities. Cells have evolved complex mechanisms to regulate the spatial and 

temporal abundance of proteins, allowing for finer control of functional activity. One way by 

which cells regulate how much protein is expressed is by controlling the cytoplasmic fate of 

mRNAs: mRNAs can be differentially localized to the various regions of the cell (Holt and 

Bullock, 2009; Meignin and Davis, 2010), translated into proteins at variable rates (Kong and 

Lasko, 2012), sequestered in specialized compartments when not needed (Decker and Parker, 

2012), and degraded in a controlled manner (Pérez-Ortín et al., 2013; Schoenberg and Maquat, 

2012; Wu and Brewer, 2012). 

 

 
Figure 1. Central dogma of molecular biology. Genetic information is stored in the nuclear 
compartment in the form of DNA, transcribed into RNA, transported to the cytoplasm, and translated into 
proteins by ribosomal machinery. 
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1.1.2 Structure of the mature mRNA 

Following transcription, the vast majority of pre-mRNA molecules undergo 5′ capping, intron 

splicing, and 3′ cleavage and polyadenylation to produce a mature transcript. The 5′ 7-

methylguanosine cap and 3′ poly-adenosine (poly(A)) tail are near-universal mRNA features. 

They play key roles in translation and decay, serving as binding sites for proteins involved in 

initiating translation, while also protecting mRNAs from exonucleolytic decay factors (Rissland, 

2016). At the sequence level, mRNAs can be divided into a 5′ untranslated region (5′ UTR), 

coding sequence (CDS) (also known as open reading frame (ORF)), and a 3′ untranslated region 

(3′ UTR). UTRs harbor a variety of cis regulatory sequence elements that can be bound by trans 

acting factors such as RNA binding proteins (RBPs) and microRNAs (miRNAs) to regulate 

mRNA localization, translation, and stability (Halbeisen et al., 2008). In contrast, the CDS 

dictates the order in which amino acids (AAs) are added to synthesize a protein product and are 

not traditionally thought to play a regulatory role. This thesis explores the under-characterised 

regulatory potential of the mRNA CDS. 

 
Figure 2. Structure of a canonical mRNA. The majority of mature mRNAs have a 5′ 7-methylguanosine 
cap, followed by a 5′ untranslated region, coding sequence, 3′ untranslated region, and poly(A) tail. 

1.1.3 mRNA translation – the initiation, elongation, and termination phases 

Translation refers to the process by which the information carried in the CDS is converted into a 

protein molecule, and it can be subcategorised into initiation, elongation, and termination phases. 

The vast majority of eukaryotic translation is initiated by the interaction of translation initiation 

factors (eIFs) with the 5′ cap. First, an initiator Met-tRNAi is loaded into the 40S small 

ribosomal subunit along with additional eIFs. This pre-initiation complex assembles at the 5′ cap 

via eIF4F, a complex comprising the cap-binding protein eIF4E, a DEAD-Box RNA helicase 

eIF4A, and a large scaffold protein called eIF4G. The small subunit then scans the mRNA for the 

first AUG start codon, a process facilitated by additional helicases. At the AUG, eIFs dissociate 

and the 60S large ribosomal subunit assembles to form the complete 80S ribosome, primed to 

begin protein synthesis (Jackson et al., 2010). 

The information in the CDS consists of adjacent, nonoverlapping triplet nucleotides called 

codons, which are recognised by transfer RNA (tRNA) adaptor molecules with complementary 



3 

 

anticodon sequences. An amino acid (AA) corresponding to the anticodon is covalently attached 

to each tRNA’s 3′ end by aminoacyl tRNA synthetases through a process called charging. 

Ribosomes have three major binding sites for tRNAs: the A (aminoacyl), P (peptidyl), and E 

(exit) sites. With each elongation cycle, the ribosomal machinery recruits a charged tRNA 

complementary to the codon in the A-site by a process called decoding. In the second 

translocation step, a peptide bond forms between the AAs carried by tRNAs at the A- and P-

sites, and the growing polypeptide chain is transferred to the P-site. Finally, after a third 

translocation, this tRNA transfers the nascent protein to the next tRNA, and leaves the E-site of 

the ribosome to be charged again in the cytosol. Elongation factors (EFs) enter and leave the 

ribosome during each cycle of elongation to facilitate these processes. (Dever et al., 2018). 

Translation termination occurs when the ribosome reaches one of three stop codons (UAA, 

UAG, UGA). These codons are not recognised by a tRNA but instead are bound by release 

factors. Together, these factors free the carboxyl end of the growing peptide chain to produce a 

mature protein and split the ribosome so that a new translation cycle can begin again. (Dever and 

Green, 2012). 

1.1.4 Regulation of translation initiation modulates translation efficiency 

Translation efficiency (TE) is defined as the number of protein molecules produced per mRNA 

in a unit time (Humphreys, 1969). One common way of measuring TE is through deep 

sequencing of ribosome-protecting mRNA fragments (ribosome profiling) to measure mRNA 

translation in vivo. Together with older microarray and northern-blotting based studies, this 

technique has conclusively demonstrated that mRNAs from different genes are translated at 

different rates with considerable variation genome-wide (Fields et al., 2015; Ingolia et al., 2009). 

In eukaryotic cells, translation initiation is considered the rate-limiting factor determining TE 

(Shah et al., 2013; Weinberg et al., 2016) and is thus tightly controlled to regulate protein output 

(Sonenberg and Hinnebusch, 2009). 

Considerable regulation of initiation occurs in the 5′ UTR. One mechanism of controlling 

translation comes from secondary structure, where increased structure reduces translational 

efficiency (Kertesz et al., 2010). The sequence context of the AUG start codon can also alter 

AUG recognition efficiency by the scanning ribosome, with Kozak consensus sequences 

increasing TE in eukaryotes (Kozak, 1987). In addition, upstream open reading frames (uORFs) 
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are short CDSs within the 5′ UTR that exist in ~50% of mammalian mRNAs and compete for 

scanning ribosomes, thus altering the translation of downstream CDSs (Hinnebusch et al., 2016). 

The 5′ cap and its binding partners provide additional regulatory opportunities. The most well 

studied translational repressors are eIF4E binding proteins (4EBPs), which block eIF4E-eIF4G 

binding in the absence of mTOR activation, preferentially inhibiting a sub-class of mRNAs 

containing a 5′ Terminal Oligopyrimidine Tract (5′ TOP) motif. When phosphorylated by 

mTOR, 4EBPs release eIF4E to allow translation to initiate on these transcripts (Fonseca et al., 

2014). The 3′UTR also serves as a binding site for an array of RBPs and miRNAs that function 

in diverse modes of translational regulation (Szostak and Gebauer, 2013). Overall, translation 

initiation is a stringently controlled process with various mechanisms modulating protein output.  

1.1.5 Codon usage regulates translation elongation and translation efficiency 

With 61 non-stop codons encoding the entire pool of 20 AAs (Nirenberg et al., 1965), the genetic 

code holds considerable redundancy. Most AAs are encoded by multiple (i.e., synonymous) 

codons; however corresponding tRNAs are often expressed at different levels, which can lead to 

different rates of decoding. Moreover, most tRNA anticodon triplets recognize more than one 

synonymous codon through non-Watson-Crick “wobble” base pairing at the third position of the 

codon (Agris et al., 2007; Crick, 1966). These different tRNAs encoding the same amino acid are 

termed isoacceptors. In fact, some isoacceptors are entirely absent from the genome so that 

decoding of certain codons relies entirely on wobble interactions at the third position. 

Given this large variation in the abundance and decoding rates of tRNAs for each set of 

synonymous codons, it was hypothesised that certain “optimal” codons are more efficiently and 

accurately decoded than their counterparts. Evidence supporting this codon-dependent regulation 

of translation elongation rates has come from recent translation inhibitor-free ribosome profiling 

experiments, which suggest that optimal codons have reduced ribosome occupancy in vivo 

(Hussmann et al., 2015; Weinberg et al., 2016). Furthermore, synthetic codon-optimised 

reporters demonstrate faster translation elongation rates in cell-free systems (Yu et al., 2015), in 

cellulo (Yan et al., 2016), and in ribosome run-off experiments (Presnyak et al., 2015). 

Consistent with the importance of decoding for overall elongation speed, recent work indicates 

that the ribosomal A-site decoding rate is more influential than AA-specific peptide bond 

formation rates in regulating translation elongation in S. cerevisiae (Hanson et al., 2018). 
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While the effects of codon usage on translation elongation are evident, it has also been found that 

codon-optimised mRNAs have higher TEs (Hanson et al., 2018; Tuller et al., 2010). One 

hypothesis is that translation elongation rates propagate back to modulate translation initiation 

and affect TE. In fact, it has been shown that codon-dependent slowing of ribosome translocation 

around the start codon results in crowding, and restricts translation initiation rates (Chu et al., 

2014). Further, given that free ribosomes are predicted to be under limited supply (Chu and Haar, 

2012; Shah et al., 2013), it has also been proposed that faster translation elongation may allow 

for increased ribosome turnover and more efficient loading and initiation by the resultant free 

ribosome onto the mRNA (Rodnina, 2016). It is important to note however, that CDS codon 

optimality and elongation rates have likely co-evolved with initiation rates in the 5′ UTR to 

regulate total protein synthesis. It is thus important to deconvolute the effects of these two 

processes on protein output in a systematic manner. Nevertheless, there is considerable evidence 

that protein output (TE) is higher for mRNAs enriched in optimal codons, and lower for non-

optimal mRNAs. 

Given that synonymous codons can have differential effects on elongation and TE without 

affecting the protein product produced, a clear opportunity arises for cells to co-opt codons for 

additional regulatory purposes. Different subsets of genes use codons at different frequencies, 

presumably to control translation rates (Akashi, 2003; Hanson and Coller, 2017). In fact, while 

genomes and transcriptomes exhibit an overall bias toward optimal codons, highly expressed 

“housekeeping” genes incorporate them at a particularly high frequency (Sharp and Li, 1985). 

Interestingly, the distribution of synonymous codon usage across the CDS is also not entirely 

random. Non-optimal codons have been postulated as being used as a mechanism by which cells 

can control co-translational protein folding (Buhr et al., 2016; Zhou et al., 2015), while highly 

conserved regions of mRNAs associated with key structural domain residues tend to show 

increased codon optimality (Saunders and Deane, 2010; Zhou et al., 2007). Further, non-optimal 

codon-dependent slowing of translation elongation also exposes hidden AA residues, allowing 

for them to be post-translationally modified and subject to faster degradation (Zhang et al., 

2010). Taken together, codon usage is a key tool to control gene expression. 

1.1.6 tRNA pools shape gene expression, and their misregulation drives disease 

As mentioned, tRNA levels appear to vary between different tissues (Dittmar et al., 2006) and 

species (Plotkin and Kudla, 2011), and codon usage in these different cells appears to have co-
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evolved with its corresponding tRNA milieu (Plotkin et al., 2004). For instance, brain tissues 

appear to have a particularly unique profile of codon usage and tRNA levels (Dittmar et al., 

2006; Plotkin et al., 2004). As such, a hypothesis has arisen suggesting that tRNA levels are an 

important regulator of gene expression. 

In support of this hypothesis, studies of ribosome occupancy in E. coli suggest that AA 

starvation alters tRNA concentrations, resulting in increased ribosomal pausing and reduced 

global protein synthesis, as well as an upregulation of a small subset of genes (Dittmar et al., 

2005; Subramaniam et al., 2014). In S. cerevisiae, oxidative stress reprograms the tRNA 

modification status, which enhances the translation of certain codons, and increases TE of genes 

required for effective resistance to oxidative conditions (Chan et al., 2012). In human cell lines 

as well, optimal transcripts are more sensitive to starvation-dependent alterations in charged 

tRNA pools, while the translation of non-optimal mRNAs is favoured to activate stress-response 

genes (Saikia et al., 2016). Cells thus appear to modulate tRNA pools in response to stresses to 

enable expression of stress-response genes, while repressing the genes adapted to the typical pool 

of charged tRNAs. 

Interestingly, deviations in the amounts of charged tRNAs are associated with disease. Alteration 

of neuron-specific tRNA levels due to defects in tRNA synthetases (Jordanova et al., 2006; Lee 

et al., 2006; Vester et al., 2013), pre-tRNA splicing (Karaca et al., 2014), or loss-of-function 

mutations in tRNA genes (Ishimura et al., 2014), drive the production and accumulation of 

misfolded proteins. Due to the neuron-specific expression of several of these tRNA biogenesis 

factors, this mistranslation causes a range of neurological disorders including intellectual 

disabilities and neurodegeneration. In fact, it has been proposed that codon usage is shaped by 

selection against this mistranslation-induced protein misfolding (Drummond and Wilke, 2008). 

In addition, certain tRNAs also appear to be upregulated in human cancer cells (Gingold et al., 

2014). Two rare codon tRNAs were identified to be upregulated during human breast cancer cell 

proliferation and were found to enhance the stability and translation of transcripts enriched in 

their cognate codons, driving cancer progression (Goodarzi et al., 2016). Interestingly, cancerous 

cells also adapt their codon usage to these misregulated tRNA pools over time (Son et al., 2017). 

Overall, understanding the effects of this mirsregulated tRNA-codon relationship on various 

cellular processes is important in expanding our understanding of the progression of multiple 

diseases. 
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1.1.7 Eukaryotic mRNA decay – proteins and pathway 

Another key way cells regulate protein abundance is by tightly controlling the levels of 

translationally available mRNA. mRNA abundance is a function of both synthesis and decay, 

and while transcription has historically been well studied as a modulator of differential gene 

expression, our understanding of mRNA decay pathways in this context has only emerged more 

recently. A host of decay pathways function to degrade both normal and aberrant transcripts. 

Nuclear surveillance pathways retain and degrade erroneous mRNA, however this thesis will 

focus on cytoplasmic decay processes. 

For mRNA decay to occur, an exonuclease must first gain access to the body of mature 

transcripts that are normally protected by their 5′ cap and 3′ poly(A) tail. Deadenylation is 

carried out by deadenylase complexes (Pan2/Pan3 complex, the CCR4-NOT complex, and 

PARN), and occurs at variable rates specific to each mRNA molecule (Cao and Parker, 2001). 

Removal of the 5′ cap follows, wherein a host of decapping activators promote the activity of 

decapping complexes such as Dcp1-Dcp2. Once the cap is removed, the body of the transcript is 

degraded 5′3′ by the exonuclease Xrn1. 3′5′ cytoplasmic exonucleases such as the 

cytoplasmic exosome and Dis3L2 exist as well, but their role in general mRNA decay is less 

clear. Because exonucleases merely require a 5′-monophosphate (in the case of Xrn1) or a 3′-OH 

(in the case of the exosome and Dis3L2), endonucleolytic cleavage also provides access to the 

transcript body and initiates rapid clearance (Coller and Parker, 2004; Ghosh and Jacobson, 

2010). 

Several cytoplasmic surveillance pathways have evolved to identify and degrade defective 

mRNA molecules. These pathways function to prevent the cell from expending energy 

translating aberrant mRNAs and minimize the expression of non-functional proteins. Each of 

these quality control mechanisms use translation to identify defective transcripts. For instance, 

mRNAs with premature translation termination codons are identified during the first round of 

translation and degraded by non-sense mediated mRNA decay (NMD) machinery (Schoenberg 

and Maquat, 2012), mRNAs lacking a stop codon entirely are targeted when ribosomes read 

through the poly(A) tail, and mRNAs with stalled ribosomes are directed for endonucleolytic 

cleavage and decay by the no-go decay pathway (Doma and Parker, 2007; Isken and Maquat, 

2007).  
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1.1.8 Regulatory factors determining mRNA stability 

mRNAs from different genes display stabilities that range across orders of magnitude (Keene, 

2007; Keene and Tenenbaum, 2002; Morris et al., 2010). Regulatory machineries must exist to 

identify transcript-specific features and tightly control their decay. As with other post-

transcriptional regulatory mechanisms, cis sequence elements are recognized by trans factors to 

regulate transcript stability. Regulation of stability is important for the cell to respond to dynamic 

biological processes (Elkon et al., 2010) and is particularly prevalent in developmental contexts 

(Chen and Coller, 2016). Trans factors are often differentially expressed in tissues, 

developmental time-points, and sub-cellular compartments resulting in context-specific 

regulation of transcripts. Interestingly, cis target sequences can also be context-specific, with 

different UTR splicing or polyadenylation isoforms expressed in different cell types. These 

isoforms can demonstrate variable stability, thus allowing for finer control in the abundance of 

the resultant protein without altering CDS sequence (Berkovits and Mayr, 2015; Mayr and 

Bartel, 2009; Nam, Rissland et al., 2014).  

In general, the majority of cis regulatory sequences reside in 3′ UTRs (Geisberg et al., 2014). 

These cis elements recruit two main classes of trans factors: miRNAs and RBPs. miRNAs are 

short non-coding RNAs (ncRNAs) that bind complementary sites in the UTR and recruit the 

miRNA-induced silencing complex (RISC) to facilitate translational repression and 

destabilization  (Fabian and Sonenberg, 2012). The human genome encodes over 2500 miRNAs 

that are predicted to target most human mRNAs, with ~700 expressed at levels sufficient to 

regulate gene expression (Friedman et al., 2009). RBPs are the other diverse class of regulators, 

representing approximately 10% of the human proteome, and generally bind mRNAs at specific 

RNA binding motifs or structures (Gerber et al., 2008). Well characterized RBPs include Pumilio 

(Etten et al., 2012), Smaug (Smibert et al., 1996; Tadros et al., 2007), and HuR (Barreau et al., 

2018), each of which repress expression of specific transcripts. Also of note, mRNA secondary 

structure plays a key role in determining stability (Wu and Bartel, 2017). Despite a good 

understanding of transcript-specific regulation of stability through UTR regulatory elements, the 

role of the CDS in modulating global stability is under-characterized and is the focus of this 

thesis. 
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1.1.9 Techniques to measure mRNA stability 

In order to dissect the molecular mechanisms underlying the regulation of mRNA stability, 

reliable methodologies (Pérez-Ortín et al., 2013) are required to estimate decay rates of a given 

transcript. Historically, these methods employ one of two main strategies. The first strategy 

involves the inhibition of RNA polymerase-dependent transcription with the addition of drugs 

(Bensaude, 2011) or the generation of conditional mutants (Herrick et al., 1990). Following 

transcription inhibition, the rate of reduction in mRNA levels over time is measured by Northern 

blot, RT-qPCR, or RNA-sequencing. While global transcription shut-off experiments have been 

invaluable in measuring decay rates genome-wide, inhibition for an extended period alters 

overall cellular physiology and can result in major side-effects (Nonet et al., 1987). This strategy 

can also be applied to single genes using drug-responsive regulatable promoters such as the Tet-

off system, wherein the addition of doxycycline shuts off transcription from this promoter (Bellí 

et al., 1998). While this system doesn’t impact overall cellular physiology, it is challenging to 

expand to genome-wide studies and requires the generation of non-endogenous chimeric genes. 

The second strategy to measure stability relies on in vivo labelling of mRNAs with modified 

nucleotide precursors, followed by pulse or pulse-chase assays to determine incorporation 

kinetics over time (Dolken et al., 2008; Lugowski et al., 2017; Munchel et al., 2011; Neymotin et 

al., 2014; Rabani et al., 2011; Tani et al., 2012). Historically, radioactive 32P nucleotide 

precursors have been used in conjunction with Northern blots to study the regulation of 

individual genes (Ross, 1995). More recently, this strategy has been adapted for use with 

modified uridine triphosphate (UTP) precursors, such as the nucleobase 4-thiouracil (4tU) or the 

nucleoside 4-thiouridine (4SU), with multiple methods of detecting incorporation discussed 

below. While pulse-chase labelling strategies have been used to estimate genome-wide kinetic 

parameters (Munchel et al., 2011), labeled nucleotides are subject to internal recycling (Nikolov 

and Dabeva, 1985) and can result in inaccurate estimates of decay rates. In contrast, approach to 

equilibrium strategies estimate decay kinetics by fitting the rate at which transcripts approach 

steady state over time (Greenberg, 1972; Lugowski et al., 2017; Neymotin et al., 2014), however 

require the constant supply of nucleotide precursors. 

It is important to acknowledge that several strategies exist to isolate and detect 4SU-labeled 

transcripts from the unlabeled pool. The first strategy is a biochemical separation method 

involving reversible biotinylation of 4SU, and subsequent fractionation with streptavidin coated 
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magnetic beads (Dolken et al., 2008; Duffy et al., 2015). This method requires considerable 

starting material, can present issues with low signal-to-noise performance due to limited 

biotinylation efficiency (Duffy et al., 2015), and requires complex spike-in strategies or 

normalization procedures (Lugowski et al., 2018; Neymotin et al., 2014; Sun et al., 2012). 

Recently, fractionation-free approaches have emerged that rely on reverse-transcription 

dependent thymine to cytosine (T>C) conversions in a high-throughput sequencing compatible 

manner (Herzog et al., 2017; Schofield et al., 2018). While these alternate approaches require 

less starting material and are spike-in independent, measured half-lives are not yet highly 

comparable with previously existing methods as they detect 4SU labeling at the nucleotide as 

opposed to transcript-level resolution. Overall, selecting the method of choice is a key decision 

during the course of any study examining mRNA stability, as it often affects the absolute half-

life values obtained (Lugowski et al., 2017; Rabani et al., 2011). 

1.2 A role for the Coding Sequence in modulating mRNA 
stability 
1.2.1 Initial links between mRNA translation and stability 

The processes of translation and mRNA decay have long been known to be intimately linked 

(Bicknell and Ricci, 2017; Radhakrishnan and Green, 2016; Roy and Jacobson, 2013). Initial 

observations suggested that inhibition of translation with cycloheximide treatment or 

introduction of tRNA nucleotidyltransferase mutants resulted in an overall stabilization of 

mRNAs (Herrick et al., 1990; Peltz et al., 1992). Further studies in S. cerevisiae demonstrated 

that dissociation of translation initiation factors produced an increased rate of deadenylation, 

decapping, and destabilization of transcripts (Lagrandeur and Parker, 1999; Schwartz and Parker, 

1999, 2000). In vitro work recapitulated this finding, with the translation initiation complex 

component eIF4E found to inhibit decapping rates by binding the cap and blocking access 

(Ramirez et al., 2002). Further, all three major mRNA surveillance pathways also depend on 

active translation of the defective transcripts for efficient quality control and mRNA decay 

(Shoemaker and Green, 2012). 

Transcriptome-wide correlations further support this relationship – mRNAs with increased 

ribosomal density, and hence translation, tend to be more stable (Edri and Tuller, 2014; Hanson 

et al., 2018; Neymotin et al., 2016). Importantly however, these correlations may have arisen due 
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to co-evolution of translation and stability to maximize gene expression, and do not imply 

causality. Nevertheless, the process of translating an mRNA appears to have a considerable 

impact on its stability. 

1.2.2 Coding sequence and mRNA stability 

Specific coding sequences have been previously identified in a small number of mRNAs as 

regulating the stability of the transcript they are on (Lee and Gorospe, 2011; Schnall-Levin, 

Rissland et al., 2011). These coding region determinants (CRDs) of instability generally function 

through deadenylation and decapping in a translation-dependent manner. A possible function for 

this translation-dependent decay might be to ensure that protein production remains transient for 

these transcripts, and that gene expression is tightly controlled with a transcriptional response. In 

fact, inhibition of translation appears to selectively stabilize and upregulate predominantly early 

inducible inflammatory genes including cytokines and transcription factors (Coleclough et al., 

1990; Yamazaki and Takeshige, 2008). Specific regions within certain gene CDSs such as that of 

Fos (Schiavi et al., 1994), c-Myc (Lemm and Ross, 2002), or LARP4 (Mattijssen et al., 2017) 

have been well characterised, but remain anecdotal examples. 

Interestingly, CRDs were identified as inducing rapid decay through rare codon-mediated 

ribosomal pausing in both yeast (Caponigro et al., 1993; Hoekema et al., 1987) and mammalian 

genes (Lemm and Ross, 2002; Mattijssen et al., 2017), with codon replacement experiments 

demonstrating re-stabilization of transcripts. As with many advances in molecular biology, a 

global link between codon usage and transcript stability was first established in the S. cerevisiae 

model system (Presnyak et al., 2015). Certain codons were preferentially enriched in either stable 

transcripts or unstable transcripts. Enrichment was quantified by the Codon Stability Coefficient 

(CSC) – the correlation between the frequency of a particular codon in a given transcript, and the 

stability of that transcript. These CSCs are highly correlated with codon optimality. In fact, 

reporter genes encoded by synonymous codons were able to recapitulate the entire range of 

endogenous mRNA decay rates. Since this landmark study, attempts to model stability across S. 

cereivisiae genes have identified codon usage, ribosome density, and other translation related 

factors as major correlators with mRNA decay rates (Cheng et al., 2017; Neymotin et al., 2016). 

This global link between codon usage and mRNA stability has also been extended to other 

organisms. Similar investigations in E. coli indicate that inefficiently translated transcripts are 
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rapidly degraded in a translation-dependent manner (Boël et al., 2016). In addition, analysis of 

previously published datasets demonstrate that this link between codon usage and stability is 

conserved in S. pombe as well (Harigaya and Parker, 2016). Further, two recent studies in the 

trypanosomatid model system, where regulation of mRNA levels is dominated by post-

transcriptional mechanisms, identify codon usage bias as a key predictor of mRNA levels 

(Jeacock et al., 2018a; Nascimento et al., 2018). A role for this translation-dependent pathway 

has also been identified during metazoan development using zebrafish as a model, where codon 

identity has been demonstrated to be a major force regulating the clearance of maternal 

transcripts during the maternal to zygotic transition (Bazzini et al., 2016; Mishima and Tomari, 

2016). Transcripts enriched in optimal codons were also identified as having increased steady 

state levels across human somatic tissues (Bazzini et al., 2016), and increased stability in mouse 

fibroblast cell lines (Radhakrishnan and Green, 2016), suggesting that codon-mediated regulation 

of transcript stability may be a highly conserved process. 

Investigation into the factors and pathways underlying this mechanism have implicated the yeast 

ortholog of human DEAD box helicase DDX6, Dhh1, as a coupler of codon composition and 

mRNA stability (Radhakrishnan et al., 2016). Dhh1 was previously found to promote decapping 

by directly slowing ribosome movement when tethered to a transcript, and accelerating 

degradation when rare codons were engineered into a reporter (Sweet et al., 2012). We now 

know that Dhh1 preferentially binds and destabilizes non-optimal mRNAs transcriptome-wide, 

and that overexpression of Dhh1 results in ribosomal accumulation on non-optimal codons. 

While Dhh1-mediated regulation depends on translation, it importantly functions independent of 

quality control pathway components. Dhh1 is thus thought to sense slowed ribosomal elongation 

on transcripts enriched in non-optimal codons, and facilitate their deadenylation in a translation-

dependent manner (Radhakrishnan et al., 2016). 

Nevertheless, a global relationship between codon composition and mRNA stability has not 

systematically been demonstrated in the human context, and my graduate work aims to address 

this gap in the literature. 
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1.3 Developing a massively parallel reporter assay to investigate 
the CDS-stability relationship 
1.3.1 Massively parallel reporter assays as a tool to explore novel facets of 
molecular biology 

Traditionally, cis regulatory elements have been identified one at a time by studying individual 

reporter genes, limiting the discovery of novel elements genome wide. With the advent of high-

throughput oligonucleotide synthesis and sequencing, massively parallel reporter assays 

(MPRAs) have been utilized to identify regulatory elements on a genome-wide scale. Generally, 

these assays consist of a vector containing a reporter gene such as luciferase or GFP, a promoter, 

and potential regulatory sequences inserted into the plasmid at some site. These plasmids are 

either transiently transfected or integrated into the cell’s genome, and expression of reporters is 

measured using assays such as fluorescence-activated cell sorting (FACS). Through the use of 

unique barcodes or by directly sequencing the inserts, MPRAs can then identify which 

oligonucleotide sequences modulate reporter gene expression. Historically, MPRAs have been 

invaluable for identifying cis regulatory DNA elements such as enhancers and promoters (Inoue 

and Ahituv, 2016; Melnikov et al., 2014; White, 2016), and have even been applied in vivo 

(Mogno et al., 2013; Shen et al., 2016). With advances in transcriptomics, MPRAs have been 

extended from studies of transcriptional regulation to the domain of post-transcriptional 

regulation. 

Given that 3′ UTRs contain cis regulatory elements that control mRNA translation and stability, 

MPRAs have predominantly focused on how this region affects the expression of reporter genes. 

Studies thus far have relied on the insertion of sequences into the 3′ UTRs of fluorescence 

reporter genes, and identified their effects on mRNA abundance, protein synthesis, and mRNA 

stability. These libraries range from randomly synthesized 8mers (Wissink et al., 2016), to 

targeted libraries based on conservation (Cottrell et al., 2018; Oikonomou et al., 2014; Zhao et 

al., 2014), to the random fragmentation of UTRs with in vivo activity (Yartseva et al., 2017). 

Similar insertion strategies have been applied to 5′ UTR-based MPRAs as well, and have been 

able to predict the relative effects of Kozak sequences, uORFs, and secondary structure on 

overall expression of a HIS3 reporter gene (Cuperus et al., 2017). While these strategies are 

useful for identifying discrete elements, some MPRAs also use 3′ UTRs in full (Wolter et al., 

2015) to better understand how the UTR as a whole affects gene expression. Note however that 
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plasmid delivery of long sequences can be a limiting factor and can introduce considerable biases 

to such analysis. Overall, MPRA analyses have been useful in identifying regulatory sequences 

and  RBP or miRNA interactions with UTRs (Cottrell et al., 2018; Vainberg Slutskin et al., 

2018). 

Certain MPRAs have also been applied to investigate the post-transcriptional effects of 

sequences within the CDS. For instance, 154 variants of GFP differing in synonymous codon 

usage displayed a 250-fold variance in protein level and considerable variation in mRNA 

degradation patterns when expressed in E. coli (Kudla et al., 2009). Expansion to >14,000 

synthetic reporters of GFP with variable promoters, ribosome binding sites, and N-terminal 

codons confirmed codon-dependent changes in expression levels (Goodman et al., 2013). In S. 

cerevisiae as well, analysis of >35,000 GFP variants with the insertion of 3 adjacent randomized 

codons identified 17 codon pairs that were associated with low protein expression due to 

substantially reduced elongation rates (Gamble et al., 2016). 

Interestingly, these inhibitory codon pairs were subsequently identified to correlate with faster 

mRNA decay (Harigaya and Parker, 2017), adding to the growing evidence in support of the link 

between translation and stability. This link was further solidified by Bazzini et al. (Bazzini et al., 

2016), who constructed a CDS library with identical UTR sequences, and demonstrated that 

inhibition of translation stabilized mRNAs enriched in optimal codons in zebrafish and Xenopus 

embryos. Importantly, while the synthetic CDS sequences in this study were generated by 

randomly fragmenting the transcriptome into ~300-500nt lengths, and were to some degree 

representative of endogenous genes, they do not look at individual CDSs as a whole. 

1.3.2 The Human ORFeome collection 

ORFeome collections refer to libraries of vectors housing all annotated open reading frames 

(ORFs) of a given organism. These collections were first developed in C. elegans to simplify the 

large-scale heterologous expression of proteins, with the aim of facilitating high-throughput 

reverse proteomic approaches such as yeast two-hybrid screens, immunoprecipitation mass 

spectrometry screens, and gain of function overexpression screens (Reboul et al., 2003). 

Collections were subsequently expanded to the ORFs of other species including S. cerevisiae 

(Gelperin et al., 2005), Drosophila (Bischof et al., 2014), Xenopus (Grant et al., 2015), and 

humans (Rual et al., 2004).  
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The human ORFeome (hORFeome) collection initially comprised ~8000 ORFs (Rual et al., 

2004), and with iterated expansions (Lamesch et al., 2007), now contains over 16,000 ORFs 

mapping to ~14,000 genes (Yang et al., 2011). ORFs were cloned into flexible Gateway entry 

vectors, allowing for the subsequent cloning into a host of expression/destination vectors 

(Walhout et al., 2000). Further, these clones are encoded in a lentiviral expression vector, and 

can hence be delivered to most cell types. The hORFeome has been applied to a wide array of 

proteomic screens (Jain et al., 2018; Lievens et al., 2016; Taipale et al., 2012; Zhong et al., 

2016), however we propose here to adapt it to an MPRA addressing post-transcriptional 

regulation. 

1.4 Rationale and hypothesis 
The overarching goal of this thesis is to determine the extent to which coding sequence regulates 

mRNA stability in human cells. Given the convincing data from a host of organisms discussed 

above, I hypothesize that human coding sequence plays a role in regulating mRNA stability in a 

translation-dependent manner. A major challenge with testing this hypothesis with data from 

endogenous mRNAs is that the UTRs flanking CDSs convolute the identification of relationships 

between coding sequence and stability. To address this, I have developed an experimental 

strategy to directly determine the impact of human ORFs on mRNA stability genome-wide. My 

framework utilizes the human ORFeome (hORFeome) collection, wherein each ORF possess 

universally common 5′ and 3′ UTRs. hORFeome-wide stability measurements allow for both a 

comparison across hORF constructs to interrogate the net impact of individual CDSs on stability, 

as well as a comparison of hORFs to their endogenous counterparts to determine the impact of 

endogenous gene UTR sets on decay rates. Overall, mRNA stability data obtained from these 

constructs would more definitively highlight the contribution of each ORF sequence to stability 

genome-wide, helping to ascertain whether any features in the ORF sequence are correlated with 

human mRNA stability. 
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Chapter 2: Material and Methods 
2.1 Materials 
2.1.1 Cell lines and cell culture 

Human HEK293T cells were obtained from Dr. Mikko Taipale’s lab and cultured in Dulbecco’s 

Modified Eagle Media (DMEM) (Lonza) supplemented with 10% fetal bovine serum (FBS) 

(VWR Seradigm) and 1% penicillin-streptomycin solution (BioShop). Cell lines were cultured at 

37°C in a humidified incubator with 5% CO2. Cell lines were maintained under ~80% 

confluence by regular trypsinization with HyClone Trypsin Protease (Fisher Scientific) and re-

plating. All cells were cultured in Greiner Cellstar® cell culture dishes. 

Drosophila melanogaster Schneider 2 (S2) cells (Thermo Fisher Scientific R69007) were 

cultured in ExpressFive SFM media (Thermo Fisher Scientific) supplemented with 10% heat-

inactivated FBS (Wisent) and 20mM L-Glutamine (Life Technologies) at 28°C. 

S. cerevisiae USY006 was grown in YPD liquid or plates at 30°C. Cultures were obtained from 

Dr. John Rubinstein’s lab. 

2.1.2 human ORFeome collection 

The human ORFeome collection version 8.1 (ccsbBroad304) cloned into lentiviral vector 

pLX304 was obtained from Dr. Jason Moffat’s lab. Clones were transferred as a series of 96-

well overnight bacterial cultures, with ~12 96-well plates transferred each day. Equal volumes of 

bacterial cultures were pooled into 36 pools comprising ~576 clones each. Plasmid DNA was 

isolated using the GeneJET Plasmid Midiprep Kit (Thermo Scientific) as per manufacturer’s 

instructions, yielding an average of ~70ug plasmid DNA per pool. The 36 isolated pools were 

further combined into 6 unique pools for downstream cell line generation. 
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2.2 Biological Methods 
2.2.1 Generation of hORFeome lentiviral libraries and cell lines 

Each of the 6 unique virus pools were packaged by lipofectamine 2000 (Life Technologies) 

transfection using 15µg of each Lentivirus pLX304 pool, 10.8µg psPAX2 packaging vector 

(obtained from Dr. Mikko Taipale), and 1.8µg pVSV-G envelope vector (obtained from Dr. 

Mikko Taipale), according to manufacturer’s instructions. Cells were cultured with transfection 

media for ~8 hours. Media was then removed and switched to 15mL harvest media (DMEM + 

10% FBS + 1.1g/100mL BSA (7.5% solution, Life Technologies)). Cells were left for 2 days to 

complete virus production. Media was then collected from the plate and filtered through a 

0.45µm filter (Acrodisc) by syringe. Harvested viruses were aliquoted. 

Freshly thawed HEK293T cells were grown in 10cm dishes to reach ~30-50% confluence for the 

day of infection. Media was removed and 9mL pre-warmed infection media (DMEM + 10% FBS 

+ 8µg/mL Polybrene) was added to cells. 2mL of each of the 6 pools of freshly harvested virus 

were added to 1 plate of HEK293T cells each and incubated overnight. Cells were then 

trypsinized and expanded into 15cm dishes. Successfully infected cells were selected using 

selection media (DMEM + 10% FBS + 6µg/mL Blasticidin (BioShop)) for 6 days. Selection 

media was changed every day. Cells were then frozen in cell freezing medium (Sigma-Aldrich) 

and stored in liquid nitrogen. 

2.2.2 PCR validation of hORFeome cell lines 

Samples were harvested from hORFeome infected cell lines by trypsinising cells and spinning at 

1,000G for 2 minutes at 4°C. Cell pellets were washed with cold PBS and resuspended in 300uL 

QuickExtractTM solution (EpicentreBio). DNA was extracted according to the manufacturer’s 

instructions. Extracted DNA was used as the template for PCR amplification. For 3′ UTR 

amplification, AN009 (GGCGCGTTAAGTCGACAATC) and AN010 

(CCACATAGCGTAAAAGGAGCAAC) were used; for CDS amplification, AN213 

(CGCAAATGGGCGGTAGGCGTG) and AN010 were used. PCR products were run on a 

~1.5% agarose gel (FroggaBio) and visualized with SafeView dye (Applied Biological 

Materials). 
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2.2.3 Immunoblotting 

~1 million cells were harvested by trypsinizaiton and pelleted by centrifugation at 1,000G for 2 

minutes at 4°C. Cell pellets were resuspended in 500µL Lysis Buffer A (100 mM KCl, 0.1 mM 

EDTA, 20 mM HEPES-KOH pH 7.6, 0.4% NP-40, 10% glycerol, 1 mM DTT, complete mini 

EDTA-free protease inhibitors (Roche)) and clarified at 21,000G for 5 minutes at 4°C. 250µL 

supernatant was mixed with 20µL 4x Bolt LDS sample buffer (Invitrogen), 8µL 10x Bolt sample 

reducing agent (Invitrogen) and proteins were denatured at 75°C for 10 minutes. Protein samples 

were loaded into Bolt 4-12% Bis-TRIS Plus gels (Invitrogen) and run at 160V for ~1 hour. The 

gel was transferred onto an Amersham Hybond PVDF membrane (GE Healthcare) at 20V for ~1 

hour and blocked in PBST (1XPBS with 1% Tween-20 (Sigma-Aldrich)) with 5% milk 

(BioBasic) for 30 minutes. Primary antibodies were added at 1: 10,000 concentration for α-V5 

antibodies (Sigma-Aldrich V8012), 1: 10,000 for α-Puromycin antibodies (Kerafast 3RH11), and 

1: 5,000 for α-tubulin antibodies (Sigma-Aldrich T5168). Blots were incubated shaking in 

primary antibody overnight at 4°C. 

Blots were then washed 3x with PBST for 5 minutes each and incubated with 1: 10,000 

concentration α-mouse secondary antibody (NEB 7076) for 1 hour at room temperature. Blots 

were washed with PBST 3x for 5 minutes each. Blots were imaged using ECL Prime Western 

Blotting Detection Reagent (GE Healthcare) and exposed on Amersham Hyperfilm (GE 

Healthcare). Quantification of western blots was performed using the ImageJ Fiji distribution 

(Schindelin et al., 2012). 

2.2.4 Polysome fractionation 

hORF cell line 1 was grown for 24 hours in the presence of either DMSO or 100µM 4EGI-1 

(Cedarlane). Cells were treated with 100µg/mL cycloheximide (CHX) (BioShop) to arrest 

translating ribosomes and incubated at 37°C for 10 minutes. Cells were harvested on ice by 

washing 2x with ice-cold PBS containing 100 µg/mL CHX, and lysing with 500µL ice-cold 

filter-sterilized lysis buffer (10 mM Tris-HCl (pH 7.4), 5 mM MgCl2, 100 mM KCl, 1% Triton 

X-100, 2 mM DTT, 500 U/ml RNasin (Promega), 100 µg/ml CHX, Protease inhibitor (1X 

complete, EDTA-free, Roche)). Cells were scraped off the dish into tubes and sheared gently 4x 

with a 26-guage needle. Lysed cells were centrifuged at 1,300G for 10 minutes at 4°C and 

clarified supernatant was isolated. 
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A 10/50% sucrose gradient was created by combining heavy and light solutions on a BioComp 

Gradient MasterTM. Heavy and light solutions consisted of 20 mM HEPES-KOH (pH 7.4), 5 mM 

MgCl2, 100 mM KCl, 2 mM DTT, 100 µg/ml CHX, and 20 U/ml SUPERaseIn, and either 10% 

or 50% sucrose (w/v) respectively. 300µL of samples were layered on sucrose gradients and 

centrifuged in a pre-cooled Beckman Ultracentrifuge L-90K using SW41 rotor at 36,000 RPM 

(221632.5G) for 2 hours at 4°C. 

The gradient was fractionated using the BioComp Piston Gradient FractionatorTM and 

absorbance measurements were made using an Econo EM-1 UV Monitor (BioRad). Polysome to 

monosome ratios were determined by calculating areas under the corresponding peaks using 

custom R scripts in RStudio version 3.3.1. 

2.2.5 Puromycin incorporation assay 

hORF cell line 1 was grown for 1, 8, or 24 hours in the presence of either DMSO, 100μM 4EGI-

1, or 5μg/mL cycloheximide. Cells were pulsed with 1.5μg/mL Puromycin Dihydrochloride 

(Gibco) for 10 minutes at 37ºC. Cells were then harvested and lysed as per 2.2.3 above and 

probed by western blot with α-Puromycin antibody (Kerafast 3RH11) to detect overall 

incorporation. 

2.2.6 Generation of spike-in RNA 

Two sets of spike-in RNA were generated. An unlabeled S. cereivisae spike-in is used to 

determine the enrichment of 4SU-labeled RNA over unlabeled RNA. S. cereivisae strain 

USY006 was grown in YPD liquid culture at 30°C, and RNA was isolated using hot acidic 

phenol method (Rissland and Norbury, 2009). Yeast RNA was obtained from Andrew Lugowski. 

A 4SU labeled D. melanogaster spike-in was also generated by supplementing S2 culture media 

with 100µM 4SU for 24 hours prior to harvesting (although note that for this thesis, reads 

mapping to these spike-ins were disregarded for analysis). RNA was extracted using TRI-reagent 

(Molecular Research Center) as per manufacturer’s instructions. 

2.2.7 Metabolic labeling of hORFeome cell lines 

Freshly thawed HEK293T hORFeome cell lines were cultured for 3-4 passages and seeded into 

DMEM + FBS culture media in 15cm dishes such that they attained ~50% confluence on the day 

of the time course. Media was replaced with DMEM + 10% FBS + 100µM 4SU (Sigma-Aldrich) 
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reconstituted in DMSO. Cells were harvested at 1, 2, 4, 8, 12, and 24 hours after addition of 

4SU. Harvesting was performed by dislodging cells off the plate during two washes with cold 

PBS followed by spinning at 1,000G for 5 minutes at 4°C. Cell pellets were resuspended in 1mL 

TRI-Reagent (Molecular Research Center) and extracted according to manufacturer instructions. 

For translation inhibition experiments, hORF cell line 1 or cell line 4 cells growing in 10mL 

DMEM + FBS in 10cm dishes were pre-treated with either 0.1% DMSO or 100µM 4EGI-1 

(Cedarlane) dissolved in DMSO for 1 hour. Following this, 100µM 4SU was added to media for 

all plates and the time course was performed as described above. 

2.2.8 Reversible biotinylation and fractionation of 4SU-labeled mRNAs 

Following the extraction of 4SU labeled RNA from hORF cell lines, 100µg of total hORF RNA 

was mixed with 10µg unlabeled S. cerevisiae RNA (i.e., 10% w/w) and 10µg 4SU labeled S2 D. 

melanogaster RNA (i.e., 10% w/w). Water was added to bring the volume up to 120µL. 1mg/mL 

HPDP-biotin (Thermo Fisher Scientific) was reconstituted in dimethylformamide by shaking at 

37°C for 30 minutes at 300RPM. 120µL of 2.5x Citrate buffer (25 mM citrate, pH 4.5, 2.5 mL 

EDTA) and 60µL of 1mg/mL HPDP-biotin were added to the pre-mixed RNA sample for each 

time point. This solution was incubated at 37°C for 2 hours at 300RPM on an Eppendorf 

ThermoMixer F1.5 in the dark to conjugate biotin to 4SU. Samples were then extracted twice 

with two times acid phenol, pH 4.5 (Invitrogen), and once with chloroform. RNA was 

precipitated with 18µL 5M NaCl, 750µL 100% ethanol, and 2µL 15mg/mL GlycoBlue co-

precipitant (Invitrogen) overnight at -20°C. Precipitated RNA was pelleted for 30 minutes at 

21,000G at 4°C. The RNA pellet was resuspended in 200µL of 1x wash buffer (10 mM Tris-Cl, 

pH 7.4, 50 mM NaCl, 1 mM EDTA). 

Biotinylated RNA was then purified using the µMACS Streptavidin microbeads system 

(Miltenyi Biotec). 50µL Miltenyi beads per sample were pre-blocked with 48µL 1x wash buffer 

and 2µL yeast tRNA (Invitrogen), rotating for 20 minutes at room temperature. µMACS 

microcolumns were washed 1x with 100µL nucleic acid equilibration buffer (Miltenyi Biotec), 

followed by 5x washes with 100µL 1x wash buffer. Beads were applied to microcolumns in 

100µL aliquots, and again washed 5x with 100µL 1x wash buffer. Beads were demagnetized and 

eluted off the column with 2x 100µL 1x wash buffer, and columns were placed back on the 
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magnetic stand. 200µL beads were mixed with each sample of biotinylated RNA and rotated at 

room temperature for 20 minutes. 

Samples were then applied to their respective microcolumns in 100µL aliquots, washed 3x with 

400µL wash A buffer (10mM Tris-Cl, pH 7.4, 6M urea, 10mM EDTA) pre-warmed to 65°C, and 

then washed 3x with 400µL wash B buffer (10mM Tris-Cl, pH7.4, 1M NaCl, 10mM EDTA). 

RNA was eluted with 5x 100µL of 1x wash buffer supplemented with 0.1M DTT, and flow 

through was collected in a tube. Purified RNA was precipitated with 30µL 5M NaCl, 2µL 

Glycoblue, and 1mL 100% ethanol, incubated at –20°C overnight. Samples were then spun at 

21,000G at 4°C for 30 minutes and resuspended in 20µL water. RNA quality was assessed by 

running 3µL of samples on a ~1.5% agarose gel. 10µL of fractionated RNA samples were then 

used to generate sequencing libraries.  

2.2.9 Generation of next generation sequencing libraries and RNA-sequencing 

10µL of purified 4SU labeled RNA or unpurified total RNA from the 24-hour time point was 

used to prepare sequencing libraries using the TruSeq Stranded mRNA Sample Preparation Kit 

(Illumina), according to manufacturer’s instructions. Adapter-ligated fragments were enriched 

with 14x PCR cycles. ~16-22 samples were multiplexed on a single lane in an Illumina HiSeq 

2500 at The Centre for Applied Genomics (TCAG, SickKids) to obtain ~10 million 50bp single-

end reads per sample. 

 

2.3 Bioinformatic processing and statistical analysis 
2.3.1 Obtaining and combining reference genomes 

Human (hg38, http://hgdownload.soe.ucsc.edu/goldenPath/hg38/bigZips/hg38.2bit), D. 

melanogaster (dm6, http://hgdownload.soe.ucsc.edu/goldenPath/dm6/bigZips/dm6.2bit), and S. 

cerevisiae (sacCer3, http://hgdownload.soe.ucsc.edu/goldenPath/sacCer3/bigZips/sacCer3.2bit) 

genomes were obtained in 2bit format using the UCSC Table Browser (Kent, 2004). 2bit files 

were converted to FASTA using the kentUtils command twoBitToFa, and GTF annotations were 

downloaded using the kentUtils command genePredToGtf. The three genomes were combined 

using custom bash scripts to make a hg38+dm6+sacCer3 genome. 

http://hgdownload.soe.ucsc.edu/goldenPath/hg38/bigZips/hg38.2bit
http://hgdownload.soe.ucsc.edu/goldenPath/dm6/bigZips/dm6.2bit
http://hgdownload.soe.ucsc.edu/goldenPath/sacCer3/bigZips/sacCer3.2bit
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In addition, an intron-specific GTF file was generated from the human GTF annotations using 

the published process_GTF.R script (https://github.com/risslandlab/DRUID) (Lugowski et al., 

2017). Briefly, introns are taken from the longest transcript of each gene and removed if they 

overlap with any annotated exons or an intron from another gene on the same strand. 

2.3.2 Initial processing of sequencing reads 

Library quality was assessed using FastQC v0.11.5 (Andrews S. (2010), 

http://www.bioinformatics.babraham.ac.uk/projects/fastqc). Reads were trimmed and clipped for 

Illumina adapters using Trimmomatic v0.36 (Bolger et al., 2014) using the following settings: -

phred33 ILLUMINACLIP: TruSeq3-SE.fa:2:30:10 LEADING:3 TRAILING:3 

SLIDINGWINDOW:4:15 MINLEN:36. 

2.3.3 Genome mapping and counting 

Trimmed reads were aligned to the indexed hg38+dm6+sacCer3 genome using STAR version 

2.5.2 (Dobin et al., 2013) with the following non-default settings: --outFilterMultimapNmax 10 -

-outFilterMismatchNoverLmax 0.05 --outFilterScoreMinOverLread 0.75 --

outFilterMatchNminOverLread 0.85 --alignIntronMax 1 --outFilterIntronMotifs 

RemoveNoncanonical --outSAMtype BAM SortedByCoordinate --quantMode GeneCounts.  

HTSeq version 0.6.1 (Anders et al., 2015) was then used to quantify gene counts from aligned 

BAM files using the following settings: --order=pos --stranded=reverse --minaqual=10 --

mode=intersection-strict. Note that counting of features from human CDS and intronic GTF files 

were performed separately. 

Computations for initial processing, genome mapping, and counting were performed on the gpc 

supercomputer at the SciNet HPC Consortium. SciNet is funded by: the Canada Foundation for 

Innovation under the auspices of Compute Canada; the Government of Ontario; Ontario 

Research Fund - Research Excellence; and the University of Toronto. 

2.3.4 Defining hORF genes 

Gene counts were loaded into RStudio version 3.3.1. Dplyr package (Wickham et al., 2017) was 

used for all data manipulation and filtering. Steady state RNA-sequencing counts mapping to 

human CDS features were obtained from each cell line and normalized to library size to allow 

https://github.com/risslandlab/DRUID
http://www.bioinformatics.babraham.ac.uk/projects/fastqc
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comparisons across samples. For a given cell line X, genes were described as “detectable hORF 

genes” if they met each of the following conditions: 

1. They were in the list of hORFs infected into cell line X; 

2. Normalized steady state RNA-sequencing for cell line X was greater than 3-fold that in its 

paired cell line;  

3. Normalized steady state RNA-sequencing for cell line X was greater than 4 reads 

Genes that were not infected into cell line X were described as endogenous genes. 

2.3.5 Calculation of mRNA half-lives 

All half-life calculations were performed in RStudio version 3.3.1. Introns were first filtered for 

those that exhibit unstable dynamics as described in DRUID (Lugowski et al., 2017). Briefly, k-

means clustering was used with 4 defined clusters, and the cluster exhibiting expected decay 

behavior was manually selected. Read counts for mature human mRNAs were then filtered such 

that each gene had at least 1 read mapped to its CDS at each time point, and at least 5 reads 

mapped at any (at least 1 of 6) timepoint. CDS-mapping reads for each gene at each timepoint 

were then normalized to the sum of all corresponding filtered intron-mapping reads. 

Half-lives were calculated by fitting these normalized read counts at each timepoint to a bounded 

growth equation using weighted nonlinear least squares. The bounded growth equation has been 

previously described (Lugowski et al., 2017). Briefly, the equation states: 

𝑦𝑦(𝑡𝑡) =  𝑦𝑦𝑒𝑒𝑒𝑒 × (1 − 𝑒𝑒𝑘𝑘𝑘𝑘) 

where y(t) is the amount of a given transcript remaining at time t, yeq is the amount of that 

transcript at steady state, and k is the transcript-specific decay constant. Note that because we are 

normalizing to internally produced spike-ins, we do not control for the dilution due to growth.  

The nls() function in the stats package was used to fit the timepoints to the equation above, with 

settings equivalent to the following: 

• start = c(yeq = max(y), k = -0.5) 
• algorithm = “port” 
• weights = 1/y(t) 
• lower = c(yeq = 0, k = -Inf), upper = c(yeq = Inf, k = 0) 

If the data did not converge, a value of NA was returned. 
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Once the equation is fit, the half-life of each transcript is then obtained using the following 

equation: 

𝐻𝐻𝐻𝐻 =
ln (2)
𝑘𝑘

 

For half-lives derived from other studies, published half-lives were directly used. Human 

HEK293 half-life data was obtained from GEO accession number GSE99517 (Lugowski et al., 

2018). Yeast half-life data was obtained from Presnyak et al., 2015. 

2.3.6 Calculation of CSCs, AASCs, and AA stretches 

Codon usage frequency was calculated from each gene’s coding sequence using the seqinr 

package’s uco function (Charif, D. and Lobry, J.R., 2007). Amino acid usage was calculated 

using Biostrings package’s (Pagès H et al., 2018) translate function to convert coding sequence 

into AA sequence, and then using Biostrings alphabetFrequency function to count AAs per CDS. 

AA usage frequency was determined by dividing AA count by CDS length. Note that for frame 

shift controls, codon usage and AA usage were calculated after shifting the frame by +1 

(removing positions 1, n-2, and n-1 from CDS of length n) and +2 (removing positions 1, 2, and 

n-1 from CDS of length n). AA stretches were calculated using stringr package’s str_count 

function with various patterns listed in standard regular expression notations. 

CSCs from a given half-life dataset were calculated by determining the Spearman correlation 

between the codon frequency for each codon in a transcript with the measured half-lives of that 

transcript. Stop codons were excluded from CSC calculations. AASCs were similarly calculated 

by determining the Spearman correlation between the AA frequency for each AA in a transcript 

with the measured half-lives of that transcript.  

2.3.7 Calculation of local secondary structure 

To measure local secondary structure, each gene’s coding sequence was assayed by sliding 

100bp windows, each starting 3bp apart. Each window was folded using ViennaRNA version 

2.2.8 RNAfold function (Lorenz et al., 2011) using default parameters. Computations were 

performed on the supercomputer at the SickKids Centre for Computational Medicine High 

Performance Computing Facility cluster. Minimum folding energy (MFE) for each 100bp 

sequence was extracted from output files using custom bash scripts. Median and minimum MFEs 
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across each CDS were determined using group_by and summarise functions in the dplyr package 

in RStudio. 

2.3.8 Miscellaneous statistical analysis 

Calculations comparing statistics between endogenous genes or hORF constructs and a given 

variable were performed by randomly sampling 500 genes from each half-life dataset 1000 

times, determining values for each statistic within each subsample, and taking the mean of these 

statistics across each subsample. 

For variance comparisons between endogenous and hORF genes, 200 half-lives were randomly 

sampled from each dataset 1000 times, and the variance across each subsample was calculated. 

The median value of this variance was calculated, and ratios of variance between the two sets of 

genes are presented. 

Several additional R packages were used for data manipulation and figure generation (Charif and 

Lobry, 2007; Harrell and Dupont, 2016; Pagès et al., 2017; S, 2010; Team, 2013; Wickham; 

Wickham et al., 2017). 
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Chapter 3: Results Part I: Coding sequence 
regulates mRNA stability 
3.1 Generating hORFeome expressing lines and detecting hORF construct 
abundance 
The overarching goal of my thesis is to determine the extent to which coding sequence (CDS) 

regulates mRNA stability in human cells by systematically measuring the mRNA decay rates of 

hORF constructs. I first generated cell lines expressing the hORFeome collection. To do this, I 

obtained the V5-tagged hORFeome collection version 8.1 cloned into lentiviral expression 

vectors, representing ~16,000 human ORFs (Yang et al., 2011). These ORFs are under the 

transcriptional control of a constitutively active CMV promoter, harbour a stabilising 

Woodchuck Hepatitis Virus Posttranscriptional Regulatory Element (WPRE) in the 3′ UTR, and 

include a Blasticidin marker to select for successfully infected cells. 

To ensure that I maintained library complexity, I divided the collection into 6 unique pools 

comprising ~3,000 clones each. I then packaged these hORFs into lentiviral particles, and 

infected human embryonic kidney (HEK293T) cell lines at a titre of ~1 unique viral particle 

infecting each individual cell (Fig3). 

 

Figure 3. Experimental workflow for generating human ORFeome expressing stable cell lines. 
Initially, the hORFeome lentiviral expression library was isolated from bacterial stocks and pooled into 6 
sets comprising ~3,000 clones each. Lentiviral particles were then packaged in HEK293T cells and 
harvested. Viruses were used to infect and integrate hORF genes into HEK293T cells, generating 6 
unique hORFeome expressing cell lines. hORF genes were driven by a constitutively active CMV 
promoter and harboured a WPRE element in the 3′ UTR.  
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To characterize these lines, I first extracted genomic DNA from infected cells, and PCR 

amplified hORFs using primers flanking the constructs. I observed a smear representing a large 

range of ORF sizes in each pooled cell line, while detecting no amplification in uninfected 

negative controls (Fig4A). To confirm that these ORFs were transcribed and translated into 

detectable proteins, I isolated protein lysates and performed western blotting against the V5 

epitope tag at the C-terminus of all hORF constructs. Once again, I observed a large range of 

sizes in each of the 6 stable cell lines, with no detectable protein in the uninfected negative 

control (Fig4B), indicating that hORF proteins are being expressed. Note that some of the larger 

hORF constructs in the library were not detectable by western blotting and may have dropped 

out of the collection due to an upper size limit during viral packaging and delivery. 

 

Figure 4. Confirmation of hORFeome integration and expression. (A). DNA was extracted from wild-
type uninfected 293T and hORFeome cell lines, and PCR amplified using the indicated primers. Gel 
electrophoresis was conducted to separate amplified fragments and confirm successful integration of 
hORF constructs at the DNA level. Ladder DNA fragment sizes are indicated in kilo base pair units. (B). 
Protein lysates were prepared from wild-type uninfected 293T and hORFeome cell lines, separated into 
soluble (S) and precipitate (P) fractions, and electrophoretically separated on a denaturing polyacrylamide 
gel. Proteins were transferred to a PVDF membrane and probed with α-V5 antibodies by western blot to 
confirm successful expression of hORF proteins. Ladder fragment sizes are indicated in kilo Daltons.  
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To test the expression levels of hORF mRNAs, I performed high-throughput RNA sequencing 

(RNA-seq) on each hORFeome cell line. As expected, endogenous transcripts were found to 

have similar steady-state expression profiles between cell lines (rs = 0.98, p < 10-16) (Fig5A). In 

contrast, hORF constructs showed differential expression signatures, expressed at a higher 

abundance in the cell line into which they were infected, while remaining unexpressed in the 

opposing cell line (Fig5A). 

The major challenge with using short-read RNA-seq methods to measure hORF transcript 

abundance is that sequencing reads mapping to the CDS of a particular gene cannot distinguish 

between a hORF construct and its endogenous counterpart. To get around this issue, I took 

advantage of the fact that wild-type HEK293T cells express up to one third of their genome at a 

very low or undetectable level, and hypothesized that reads mapping to these lowly-expressed 

genes were instead derived from hORF constructs. By restricting my analysis to these hORF 

genes with lowly expressed endogenous counterparts, I would thus be able quantify hORF 

transcript abundance. 

To define which hORF constructs are accurately detectable in the corresponding cell line (but not 

the others), I devised cutoffs wherein reads were considered hORF-derived if their abundance 

was three-fold higher in the infected cell line compared to the corresponding cell line pair (solid 

black lines, Fig5A). I selected these cutoffs to maintain a false discovery rate (defined by the 

fraction of endogenous genes occurring above the cutoff) of ~6-17%. These hORF-derived 

transcripts have significantly higher expression in the expected cell lines (Fig5B). This approach 

thus allowed me to quantify mRNA expression of a subset of hORF constructs. 

3.2 Coding sequence differentially regulates mRNA turnover 

Having developed a pipeline for quantifying the abundance of a subset of hORF mRNAs, I next 

measured the decay kinetics for hORFeome- and endogenously-derived transcripts. To do so, I 

used an approach-to-equilibrium in vivo 4SU-labelling strategy as opposed to transcriptional 

shutoff assays to minimise perturbations to cellular physiology. Briefly, I added 4SU to culture 

media and then harvested cells at a range of timepoints post-labelling (Lugowski et al., 2017; 

Neymotin et al., 2014). I then enriched 4SU labeled transcripts by reversible biotinylation, 

streptavidin pull-down, and elution. Resultant RNA was quantified using high-throughput RNA 
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sequencing, and the rate at which each gene approaches equilibrium was calculated to determine 

decay rates and half-lives (Fig6A). 

 

 

Figure 5. hORF genes are enriched in infected cell lines. (A). RNA sequencing was performed on 
hORFeome expressing cell lines 1-6. Steady state read counts normalised to library size are plotted for 
each experimental pair of cell lines, with genes in hORF pools coloured as indicated. Detectable hORF 
genes are defined as those with a 3-fold higher transcript abundance relative to its corresponding cell line 
pair, as indicated by the points outside of the solid black cutoff lines. The number of hORF genes passing 
the cutoff are indicated, along with total hORF constructs infected into the cell line. The Spearman 
correlation (rs) between endogenous genes is listed for each cell line pair. (B). RNA sequencing read 
counts in the cell line of interest and its corresponding cell line pair are plotted for all “detectable” hORF 
genes infected into the cell line of interest. (*** p < 2.2x10-16, Wilcoxon rank-sum test). 
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Figure 6. Approach to equilibrium-based methods for measuring RNA stability in human cells. (A). 
hORFeome expressing cell lines were pulsed with 4SU and RNA was extracted across a range of 
timepoints. 4SU labeled transcripts were conjugated to biotin, isolated with streptavidin magnetic beads, 
and used as templates for poly(A) enriched stranded mRNA sequencing. Resultant reads were mapped 
to human CDSs and normalised to intron mapping reads at each timepoint. Decay rates were determined 
by modelling the approach to equilibrium kinetics for each transcript. (B). ORF-mapping read counts per 
gene were normalised to a subset of intron-mapping reads at each timepoint. These gene counts were 
then normalised to the timepoint with the highest value. Genes with the lowest 20th percentile expression 
were filtered out. Median count values at each timepoint are plotted, along with the 25th and 75th 
percentile count values shown with red bars. Decay rates are modelled using the indicated equation for 
each individual transcript. (C). Intron-normalised ORF read counts, normalised to the timepoint with the 
highest value, are plotted for the indicated short-lived and long-lived transcripts at each timepoint. 
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To determine half-lives, I normalised CDS-mapping read counts to total intron-mapping reads 

using a method previously developed in the lab (called DRUID; Lugowski et al., 2017, 2018). 

These introns act as an internal normalization control that allow for comparison between time 

points so that half-lives can be determined. To focus on the quantification of hORF constructs 

over endogenous genes, I restricted read mapping to human CDS sequences only, as opposed to 

the entire human genome. Finally, decay rates and half-lives are then calculated by fitting a 

weighted nonlinear regression to estimate the kinetic parameters in the indicated half-life 

equation (Fig6B).  

Overall, I observed labeled transcripts saturating over time with canonical approach-to-

equilibrium kinetics (Fig6B). As expected, short-lived transcripts such as transcription factors 

become completely labeled in a short period of time, while longer-lived transcripts such as 

ribosomal protein genes reach equilibrium at a slower rate (Fig6C). 

As expected, endogenous transcript half-lives were highly correlated between biological 

replicate cell line pairs measured in parallel (rs = 0.842, 0.879, 0.871 respectively, p < 10-16 for 

each) (Fig7A). In addition, endogenous mRNA half-lives from hORFeome HEK293T cell lines 

shared a strong correlation (rs = 0.698, p < 10-16) with published HEK293 half-lives measured 

using the same method (Lugowski et al., 2018) (Fig7B). Furthermore, genes involved in similar 

functions tend to possess similar mRNA decay rates (Keene, 2007). For instance, in my half-life 

datasets, mRNAs encoding transcription factors and tRNA modification factors are more 

unstable, while genes involved in translation or glycolysis have longer half-lives as expected 

(Fig7C). Taken together, these results validate the half-lives measured for endogenously 

expressed transcripts in hORF cell lines. 

I next calculated half-lives for hORF-derived mRNAs. After restricting my analysis to the 

previously defined “detectable” hORFs, I was able to determine half-lives for ~10% of these 

constructs (Fig8A). hORF mRNAs were more stable relative to endogenous transcripts overall 

(two-sided Kolmogorov-Smirnov test (KS test) p < 10-16), likely because of the stabilizing 

WPRE element in their 3′ UTRs (Fig8B). 
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Figure 7. Endogenous transcript half-lives calculated from hORF-expressing cell lines align with 
published data. (A). Endogenous gene half-lives calculated from hORF cell lines using 4SU RATE-seq 
methods are highly correlated between replicates. Spearman correlation (rs) and number of genes (n) with 
half-lives are indicated. (B). Endogenous gene half-lives calculated from 293T hORF cell lines correlate 
well with previously published 4SU half-life datasets. Spearman correlations (rs) and number of genes 
with half-lives (n) are indicated. (C). Endogenous gene half-lives calculated from hORF cell lines were 
binned into functional categories known to be enriched in stable or unstable transcripts. Binning was 
performed using the indicated GO terms, and boxplot representations of endogenous half-lives are 
plotted. P-values represent the difference between the indicated group of transcripts from all endogenous 
transcripts (Wilcoxon rank-sum test). 
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Strikingly, hORF mRNAs also demonstrated considerably different rates of turnover (Fig8C). 

Endogenous mRNAs vary in their CDS and UTRs; however, hORFeome-derived transcripts, 

despite only differing in their CDS, sampled a similar range in stabilities. I next quantified the 

difference in variation between endogenous and hORF mRNA stability. Because of the large 

differences in sample size between endogenous and hORF transcripts, I calculated variance by 

repeatedly sampling 200 genes from each dataset 1,000 times (Fig8D) and found that hORF 

transcripts showed a marginal but significant increase in half-life variance (Endogenous σ2 = 

0.94, hORF σ2= 1.36, hORF:endogenous σ2 = 1.45, p < 10-16). Thus, changing the coding 

sequence of an mRNA is able to recapitulate the entire variance in stability seen across the 

endogenous transcriptome, suggesting that the human CDS has a major impact on mRNA 

stability. 

3.3 The importance of translation in coding sequence-mediated stability regulation 

Having identified a link between coding sequence and mRNA turnover in human cell lines, I set 

out to determine the extent to which this relationship is dependent on translation, as has been 

investigated in other model systems (Bazzini et al., 2016; Mishima and Tomari, 2016; 

Radhakrishnan et al., 2016). To do so, I used 4EGI-1, a small molecule that disrupts the 

interaction between initiation factors eIF4E and eIF4G to block cap-dependent translation 

initiation (Fig9A) (Moerke et al., 2007; Sekiyama et al., 2015). To quantify the reduction in 

translational engagement, I first demonstrated that polysomes are reduced following a 24hr 

treatment with 4EGI-1 as compared to a DMSO control (Fig9B). Furthermore, I performed a 

puromycin labelling assay, wherein brief incubation with puromycin leads to incorporation of the 

antibiotic into nascent polypeptide chains. After lysis, puromycin incorporation is determined by 

western blotting, and puromycin signal thus directly reflects the global rate of mRNA translation 

(Schmidt et al., 2009). This assay, in conjunction with the polysome profile, also demonstrates a 

reduction in translation (although not a complete shut off) (Fig9C). 

 

 



34 

 

 

Figure 8. Coding sequence regulates mRNA stability. (A). Venn diagram representation of number of 
calculated half-lives. For each cell line, the number of half-lives measured for endogenous-only or hORF-
only genes are indicated. (B). Endogenous genes and hORF constructs demonstrate differential stability. 
Half-lives for endogenous genes were individually measured from cell line 1 and cell line 4 and averaged. 
Half-lives for hORF constructs are only calculated for genes not endogenously expressed above the 
previously described cutofffs, and combined from CL1 and CL4. Boxplot representations of half-lives are 
plotted, with number of half-lives and median half-life indicated. P-value was determined using KS test. 
(C). Median-centred density plots comparing the variation in endogenous and hORF half-lives for the 
CL1-CL4 paired experiment. Ratios of calculated variance are indicated. (D). Variance calculations were 
performed by randomly sampling 200 genes from endogenous or hORF datasets 1000 times and 
determining the median variance, indicated by dashed lines. Difference between variance distributions 
was calculated using the KS test.  
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Figure 9. 4EGI-1 treatment inhibits translation. (A). Schematic representation of 4EGI-1 inhibition of 
cap-dependent translation. 4EGI-1 inhibits the interaction between eIF4E and eIF4G, thus preventing 
cap-dependent translation initiation. (B). Polysome profiles following 4EGI-1 treatment. hORF cell line 1 
was gown for 24hrs in the presence of either DMSO or 100µM 4EGI-1. Cells were treated with 100µg/mL 
cycloheximide to arrest translating ribosomes, lysed, and subjected to 10/50% sucrose gradient 
centrifugation. The gradient was fractionated and absorbance detected. Polysome to monosome ratios 
were determined by calculating areas under the corresponding peaks. (C). Puromycin incorporation 
assay following 4EGI-1 treatment. hORF cell line 1 was treated with either DMSO, 100µM 4EGI-1, or 
5µg/mL cycloheximide for the indicated times. Cells were then pulsed with 1.5µg/mL puromycin for 10 
minutes at 37°C and lysed. Lysates were probed with antibodies targeting puromycin to detect overall 
incorporation. Translation in 4EGI-1 was determined relative to DMSO treatment by quantifying overall 
intensity. 
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Cell lines treated with the drug solvent DMSO displayed a relatively similar expression profile 

(rs = 0.954, 0.964, p < 10-16) when compared with previous RNA-seq measurements on untreated 

cells (Fig10A), highlighting that DMSO treatment alone at the concentrations used does not alter 

gene expression. Endogenous transcript expression was also strongly correlated between cell 

lines treated with either DMSO (rs = 0.969, p < 10-16) or 4EGI-1 (rs = 0.971, p < 10-16) when 

measurements were conducted in parallel (Fig10B). In contrast, I observed larger changes in 

mRNA expression profiles when comparing DMSO-treated and 4EGI-1-treated cell lines (rs = 

0.935, 0.936, p < 10-16 each), particularly for a subset of transcripts (Fig10C). This result 

indicates that prolonged translation inhibition with 4EGI-1 leads to the alteration of steady state 

mRNA abundances. 

To determine whether the variation in stability for hORFeome mRNAs depends on translation, I 

measured half-lives in cell lines 1 and 4 following treatment with either DMSO or 4EGI-1, as 

before. Like steady-state abundance, mRNA half-lives are also highly altered upon treatment 

with 4EGI-1 (rs = 0.404, p < 10-16 for endogenous genes, rs = 0.377, p < 10-11 for hORF 

constructs) (Fig11A). Further, while variance in endogenous gene half-lives is reduced ~1.4-fold 

(Endogenous DMSO σ2 = 0.83, Endogenous 4EGI-1 σ2= 0.58, 4EGI-1: DMSO σ2 = 0.70, p < 10-

16) upon 4EGI-1 treatment, this reduction is on the order of ~4-fold (hORF DMSO σ2 = 1.06, 

hORF 4EGI-1 σ2= 0.26, 4EGI-1: DMSO σ2 = 0.24, p < 10-16) for hORF constructs (Fig11B). 

Thus, I conclude that the large range of hORF stability requires translation. Translation is also a 

major mediator of stability for endogenous genes, but 3′ UTR-mediated regulation is also likely a 

key driver of differences in stability between transcripts. 
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Figure 10. Translation inhibition alters steady state mRNA expression profiles. (A). Correlations of 
steady state RNA-sequencing expression profiles of untreated or DMSO treated cell line 1 and cell line 4. 
Spearman correlation (rs) and number of endogenous genes measured (n) are indicated. (B). Correlation 
of steady state RNA-sequencing expression profiles of DMSO-treated or 4EGI-1-treated cells for 
transcripts in cell line 1 with cell line 4. (C) Correlations of DMSO-treated mRNA expression profiles with 
4EGI-1-treated expression profiles in cell line 1 or cell line 4. 
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Figure 11. Coding sequence mediated regulation of mRNA stability is translation dependent. (A). 
mRNA half-lives are altered upon treatment with 4EGI-1. Endogenous transcript half-lives are calculated 
by averaging half-lives measured in cell line 1 or cell line 4. hORF construct half-lives are displayed for 
the subset of detectable hORF transcripts, with pool 1 and pool 4 genes indicated in red and green 
respectively. (B). Median-centred density plots comparing the variation in endogenous and hORF half-
lives for the CL1-CL4 paired experiment following treatment with either DMSO or 4EGI-1. Ratios of 
calculated variance are indicated. Variance calculations were performed by randomly sampling 200 
genes from endogenous or hORF datasets 1000 times and determining the median variance. The ratio of 
variances in 4EGI-1 to DMSO treatments is listed. 
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Chapter 4: Results Part II: Coding sequence 
determinants of mRNA stability 
4.1 Longer coding sequences do not destabilize mRNAs 

Having identified the mRNA coding sequence as a mediator of transcript stability, I next 

investigated which elements might drive these effects. Previous work in organisms ranging from 

bacteria (Dressaire et al., 2013) to humans (Duan et al., 2013) has identified transcript length as 

an intrinsic property of mRNAs that correlates strongly with transcript decay – shorter transcripts 

are considerably more stable. In fact, in budding yeast, the length of the CDS specifically has 

been found to be the single strongest predictive feature of degradation rates, explaining ~30% of 

the variance in endogenous half-lives (Geisberg et al., 2014; Neymotin et al., 2016). It has been 

posited that the mechanism behind this relationship might result from additional instability 

elements in the longer CDSs or from increased susceptibility to endonucleolytic attack (Feng and 

Niu, 2007).  

I observed a similar relationship for endogenously derived mRNAs. There, a significant negative 

correlation is observed between stability and overall length (rs = -0.265, p < 10-16) (Fig12A), as 

well as CDS length (rs = -0.200, p = 9.56x10-6) (Fig12B).  In contrast, no such relationship with 

CDS length is seen in the hORFeome (rs = -0.060, p = 0.183) (Fig12B). Thus, I conclude that 

CDS length does not directly mediate increased instability and likely co-evolved with other 

features that directly stimulate mRNA decay. In support of this hypothesis, I observed a negative 

correlation between hORFeome stability and endogenous 3′ UTR length (rs = -0.125, p = 

5.35x10-3) (Fig12B), possibly suggesting that 3′ UTR length may have co-evolved with other 

features within the CDS that can negatively control half-life. Overall, this finding suggests that 

CDS length does not directly change mRNA stability and highlights the power of the hORFeome 

approach for deconvoluting direct and indirect effects on gene regulation. 
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Figure 12. Coding sequence length drives the correlation between transcript length and decay for 
endogenous genes, but not for hORF constructs. (A). Transcript length for each endogenous gene 
was plotted against the mRNA half-life of that endogenous gene. Spearman correlation (rs), p-value, and 
sample size (n) for this relationship is indicated. (B). Spearman correlations (rs) were determined for the 
relationship between endogenous 5′UTR, CDS, or 3′UTR lengths, and endogenous or hORF gene half-
lives. P-values of these Spearman correlations are indicated below, with p < 0.05 highlighted in red. Note 
that to compare across different sample sizes, Spearman correlations and corresponding p-values were 
calculated by subsampling 500 data points 1000 times and measuring the median Spearman correlation 
and p-value for each subset. 
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4.2 Coding sequence secondary structures are associated with mRNA stability 

Complex secondary structures along the transcript body are also known to influence mRNA 

stability. In general, UTR folding energy (ΔG) is positively correlated with stability, i.e. 

transcripts with more folded UTRs (more negative ΔG) are less stable (Duan et al., 2013; 

Geisberg et al., 2014). In particular, stable structures in the 5′ UTR of budding or fission yeast 

transcripts strongly decrease both translation and stability of that transcript (Cheng et al., 2017), 

with some evidence of reduced ribosomal elongation caused by structures in the CDS as well 

(Chen et al., 2013). Given this, I set out to examine whether secondary structures within the CDS 

led to variation in hORF stability. 

I focused on local secondary structures within the CDS, reasoning that these local structures 

would be most relevant for the elongating ribosome. I determined the folding energy for a sliding 

window of 100bp (sliding by 3 bp) across each CDS using ViennaRNA RNAfold (Lorenz et al., 

2011) (Fig13A). Note that both median and minimum ΔG values across the CDS correlated with 

each other (rs = 0.740, p < 10-16), although they differed in absolute magnitude. 

While secondary structure in the CDS only has a minor influence on endogenous mRNA stability 

(rs = 0.041, p-value = 2x10-5), hORF constructs with more stable secondary structures within the 

CDS tend to be less stable (rs = 0.157, p-value = 4x10-4) (Fig13B). In fact, when I restricted this 

analysis to endogenous genes with short 3′ UTRs (<60bp), CDS secondary structures now 

recapitulated this relationship first observed in the hORFeome (rs = 0.164, p-value = 0.04) 

(Fig13C). Overall, this suggests that secondary structure elements in the CDS appear to play a 

role in regulating the stability of mRNAs, however their contribution to stability is likely masked 

by additional UTR-mediated regulation. 
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Figure 13. Secondary structures within the CDS are correlated with transcript stability. (A). Each 
gene’s CDS was split into 100bp bins starting 3bp apart. 100bp sequences were folded using ViennaRNA 
RNAfold, and folding energy is plotted for two example genes. Windows with median and minimum 
folding energy are indicated with green and red lines respectively. (B). Endogenous mRNAs and hORF 
constructs were binned into quartiles based on the folding energy of the most structured (minimum ΔG) 
100bp window within their CDS, and mRNA half-lives within each bin were plotted. Median half-life and 
sample size of each bin are indicated, along with the Spearman correlation (rs) between the two variables. 
(C). Histogram representing the distribution of 3′UTR lengths across all transcripts, with the 60bp cutoff 
indicated. Endogenous transcripts with short 3′UTRs (<60bp) were then plotted as boxplots after binning 
as in (B). 
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4.3 CDS codon usage bias is a determinant of human mRNA stability 

Codon usage has been consistently identified as a regulator of stability across a host of non-

human model organisms, wherein certain codons are preferentially enriched in stable or unstable 

transcripts (Bazzini et al., 2016; Jeacock et al., 2018b; Mishima and Tomari, 2016; Nascimento 

et al., 2018; Neymotin et al., 2016; Presnyak et al., 2015). To determine which codons were 

associated with stable transcripts in human cells, I calculated the Codon Stabilization Coefficient 

(CSC), defined as the Spearman correlation between codon frequency and transcript stability 

(Fig14A, B). These calculations were reproducible across replicates (Fig14C). hORF constructs 

with a high frequency of these stabilizing codons had a higher half-life (rs = 0.301, p = 4x10-12), 

while a computational frameshift during calculation of codon frequency eliminates this 

relationship (rs = 0.003, p = 0.9), indicating that these codon usage effects are independent of the 

general effects of sequence or structure composition. 

Optimal codons are thought to be determined in large part by tRNA abundance, where more 

abundant cognate tRNAs lead to faster decoding than less abundant tRNAs. I asked whether 

differences in tRNA expression level could explain the variation in CSC values I observed. 

However, although tRNA gene copy number (GCN) is a good proxy for charged tRNA 

abundance in yeast, determining human tRNA GCN is non-trivial due to the overall large 

number of tRNA-like unexpressed pseudogenes. As such, a key step in defining optimality in 

humans is to accurately measure tRNA levels. I thus made use of several recently published 

datasets that employ various sequencing methods to detect tRNA abundance in humans (Cozen 

et al., 2015; Gogakos et al., 2017; Mattijssen et al., 2017; Qin et al., 2015; Shigematsu et al., 

2017; Zheng et al., 2015). I observed considerable variation in tRNA read counts, and each 

metric weakly correlated with the frequency of codon usage in the HEK293T transcriptome 

(Fig15A). For the purposes of my analyses, I proceeded with the tRNA level dataset derived 

from HEK293T cells (Zheng et al., 2015), the same background as the hORFeome expressing 

cell lines. 
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Figure 14. Certain codons are enriched on stable mRNAs. (A). The codon stabilization coefficient 
(CSC) of a codon represents the Spearman correlation of the frequency of a particular codon on a given 
mRNA with the half-life of that mRNA. CSC calculations for codons ATC and TTA derived from 
endogenous half-lives are indicated, along with corresponding Spearman correlation (rs) and p-value. (B). 
Distribution of hORFeome-derived CSCs, with all codons above 0.10 CSC defined as stabilizing. (C). 
Scatterplot representation of CSCs calculated from two independent replicates of ORFeome half-lives, 
with Spearman correlation (rs) indicated. (D). hORF mRNAs were separated into quartiles based on 
frequency of stabilizing codons in the CDS, determined either in or out (+2) of frame. Median half-lives 
and sample size (n) are indicated for each bin, and p-value is calculated by performing the KS test across 
bin 1 and bin 4. Spearman correlation (rs) is listed. 

  



45 

 

Strikingly, hORF mRNAs with a high frequency of optimal codons (the 13 codons with highest 

cognate tRNA read counts) were significantly more stable than mRNAs depleted of these codons 

(KS test p = 0.03) (Fig15B). This codon-mediated stabilisation of hORF mRNAs was lost 

following treatment with 4EGI-1 (KS test p = 0.80) (Fig15B), highlighting its dependence on 

translation. Further, this relationship was lost upon a computational frameshift of the CDS, 

suggesting that the effects of codon usage are translation dependent rather than general effects of 

sequence or structure (KS test p = 0.20, 0.44) (Fig15B). Overall, codons with higher tRNA 

decoding rates tend to be associated with mRNAs that are stable in the presence of translation. 

4.4 Amino acid usage is a determinant of human mRNA stability 

Nonetheless, codon usage did not explain a large amount of the variation in hORF mRNA 

stabilities. Amino acid identity can also affect elongation rates due to different peptide bond 

formation rates or interactions with the ribosomal exit tunnel (Johansson et al., 2011; Lareau et 

al., 2014; Tanner et al., 2009). For instance, stretches of positively charged amino acids (lysine, 

arginine, histidine) in the nascent polypeptide show a length-dependent additive trend in slowing 

ribosome translocation, possibly due to their interaction with the negatively charged ribosome 

exit tunnel (Charneski and Hurst, 2013; Lu and Deutsch, 2008; Sabi and Tuller, 2015). In 

addition, polyproline motifs also slow peptide-bond formation, and proline is generally 

associated with slower translation elongation speeds and ribosome stalling (Artieri and Fraser, 

2014; Gardin et al., 2014; Pavlov et al., 2009; Pelechano and Alepuz, 2017). I thus hypothesized 

that amino acid use might mediate differences in hORF mRNA stability. 

I calculated the amino acid stabilization coefficient (AASC), defined as the Spearman correlation 

between the frequency of an amino acid on a given transcript and the stability of that transcript 

(Fig16A), and I observed a wide range of stabilization effects (Fig16B). While AASCs 

calculated from independently derived half-life datasets were highly correlated (rs = 0.913, p = 

3x10-6) (Fig16C), AASCs derived from endogenous mRNAs shared some differences with those 

from hORF transcripts (rs = 0.570, p = 0.01) (Fig16D), presumably due to masking effects of 

endogenous regulatory elements. 
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Figure 15. Optimal codons stabilize mRNAs in a translation dependent manner. (A). Spearman 
correlations of tRNA sequencing read counts obtained from the indicated cell type and publication, as well 
as human coding sequence codon frequency. (B). Cumulative frequency distribution plots of hORF half-
lives calculated following DMSO or 4EGI-1 treatment. Optimal codons were defined as those with the 13 
highest read counts in the Zheng et al. dataset. Genes were split into optimal, non-optimal, or other based 
on the frequency of optimal codons in their CDS. P-values are calculated using the KS test and are 
indicated for the comparisons shown by the coloured dots. Computational frameshifts are shown with 
similar analyses performed. 
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Figure 16. Certain amino acids are enriched on stable hORF constructs. (A). Amino Acid 
Stabilization Coefficients (AASCs) were calculated by determining Spearman correlations between 
frequency of an amino acid on a given transcript and the stability of that transcript. AASC calculations for 
Valine and Arginine derived from hORFeome half-lives are indicated, along with corresponding Spearman 
correlation (rs), sample size (n), and p-value. (B). Distribution of hORFeome-derived AASCs, with all 
amino acids above 0.05 defined as stabilizing. (C). Comparison of AASCs derived from independent 
hORFeome half-life measurements, with Spearman correlation (rs) listed. Amino acids are represented by 
their one-letter IUPAC code. (D). Comparison of AASCs derived from endogenous gene half-lives or 
hORF construct half-lives, with Spearman correlation (rs) listed.  
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I observed that positively and negatively charged amino acids, as well as proline, had 

destabilizing tendencies, consistent with a model where slow translation elongation leads to 

mRNA destabilization (Fig17A). Strikingly, hORF-derived AASCs shared a very strong 

correlation with amino acid hydrophobicity (rs = 0.741, p = 2x10-4) (Kyte and Doolittle, 1982) 

(Fig17A/B). Translation frame-shift controls (rs = 0.341, p = 0.1, and rs = 0.165, p = 0.5) 

demonstrated that this relationship was dependent on reading frame and is thus likely 

independent of confounding factors such as GC content (Fig17B). 

 

 

Figure 17. Hydrophobic amino acids are enriched in stable hORFs. (A). Line plot depicting the 
correlation between hORF-derived AASCs and hydrophobicity as measured by the Kyte-Doolittle scale. 
Amino acid classes are indicated. (B). Scatterplots highlighting correlation between hydrophobicity and 
AASCs, with amino acid frequencies calculated using different translation frames. Spearman correlation 
(rs) and corresponding p-value are listed. 
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In addition, amino acid stretches magnified this relationship. Transcripts with a stretch of 5 

hydrophobic residues tended to be more stable (rs = 0.194) (Fig18), while transcripts with 

stretches of 3 charged residues or 2 proline residues were less stable (rs = –0.189, -0.106 

respectively) (Fig18). Overall, these results suggest that amino acid usage also plays a role in 

global CDS-mediated stability regulation, possibly by impacting ribosomal translocation rates. 

 

 

Figure 18. Amino acid stretches magnify stability effects. Counts of the indicated stretches were 
calculated across all human CDSs and normalized to the CDS length to obtain stretch frequency. All 
human genes were divided equally into two groups with low or high frequency of the indicated stretch 
pattern. Half-lives for hORF constructs falling within these two groups are represented as boxplots, with 
median half-life values and sample size (n) indicated. Spearman correlation (rs) between stretch 
frequency and hORF half-life is listed. P-values represent the significance of the differences between the 
two groups of transcripts, as calculated by the KS test. 

 

4.5 Relative contributions of codon and amino acid usage to human mRNA 
stability 

Previous work in budding yeast had identified codon usage as a major predictor of mRNA 

stability (Presnyak et al., 2015), while my work in the hORFeome collection has identified both 

codon and amino acid usage as major contributors. I next set about to determine their relative 

contributions in humans and yeast. 

I first measured the variance in CSCs across each of the 2-6 codons encoding an individual 

amino acid. Interestingly, in yeast, each amino acid had a wide range of CSCs, with most 

residues having the choice between stable or unstable codons (Fig19A top, Fig19B left). In other 

words, in yeast, AASC is not a good predictor of CSC (rs = 0.301, p = 0.02). On the other hand, 

CSCs from the human ORFeome collection are almost entirely a function of AASC (rs = 0.714, p 
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= 10-10), suggesting that the choice of amino acid usage in itself constrains that stability 

contributions of the codons encoding it (Fig19A bottom, Fig19B right). 

Thus, while codon usage impacts translation elongation during tRNA decoding steps, amino acid 

choice impacts peptide bond formation rates and passage through the ribosomal exit tunnel to 

modulate translation. Different organisms appear to be more constrained at different steps – 

tRNA decoding plays a broader role in budding yeast, while amino acid effects are more 

predominant in humans. 
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Figure 19. Relative importance of codon and amino acid usage in yeast and humans. (A). CSCs 
and AASCs were calculated from yeast half-life data (Presnyak et al., 2005) and human ORFeome half-
lives. Amino acids were ordered by descending AASC for each organism (bottom), and CSCs for all 
codons encoding the indicated amino acid were plotted as dots (top). (B). Variance was calculated across 
all CSCs for each amino acid with more than 1 codon, and the median of these values is plotted as a bar 
(left). P-value comparing distribution of CSC per AA variance was calculated using the KS test. Variance 
was also calculated across all AASCs (right). P-value comparing variances was calculated using F-test. 
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Chapter 5: Discussion 
5.1 Key findings from hORFeome stability measurements 

The CDS and UTRs of each transcript have co-evolved to cooperatively regulate gene expression 

across many different contexts. Given these complex relationships involving multiple variables, 

it becomes challenging to determine the extent to which each individual CDS and UTR element 

directly causes differences in transcript stability. Probing a collection of human ORFeome 

mRNAs has the unique advantage of deconvoluting the effects of CDS elements from those of its 

corresponding UTRs. Importantly, in contrast to smaller scale reporter analyses, an hORFeome-

wide examination of stability has the advantage of a larger sample size to identify relationships 

at a global level. In addition, reporter analyses often alter only one aspect of a CDS at a time 

which, while useful for isolating the impact of sequences at a finer resolution, miss the context of 

the remainder of the CDS. In contrast, hORF constructs probe entire CDSs, hence any long-

range effects on stability (for instance prolonged slowing of ribosome elongation, or long-range 

RNA-RNA interactions) are still detected.  

The first major finding from hORFeome stability measurements is that changes in coding 

sequence alone can produce a wide range in half-lives, as diverse as those measured across 

endogenous genes (Fig8C). Furthermore, this large range in stability collapses in the absence of 

translation (Fig11B), suggesting that translation recognizes CDS features to either stabilize or 

degrade transcripts. These results are in line with reporter assays in a range of different 

organisms (Bazzini et al., 2016; Boël et al., 2016; Mishima and Tomari, 2016; Presnyak et al., 

2015; Radhakrishnan et al., 2016). 

Second, this work begins to identify features within the CDS that can explain this variation. I 

focused on several different possible explanations: length, secondary structure, codon use, and 

amino acid use. 

Although CDS length is generally thought to be strongly correlated with transcript stability 

(Feng and Niu, 2007; Geisberg et al., 2014; Neymotin et al., 2016), this relationship is lost in 

hORF constructs (Fig12B). A possible explanation for this observation is that CDS length does 

not directly cause instability, but that it is instead correlated with other elements in the UTR that 

drive this relationship. This is a good example of the power of using the hORFeome to 
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deconvolute correlated CDS and UTR features to identify which is more directly responsible for 

stability effects. 

Secondary structure in the UTR has previously been linked with decay (Duan et al., 2013; 

Geisberg et al., 2014), but a systematic analysis of the effects of CDS structure has not been 

performed. Strong secondary structures within the CDS might impede ribosome translocation 

and lead to decay (Tunney et al., 2018), however only a very weak relationship was observed 

with endogenous mRNA stability (Fig13B). This relationship was considerably stronger across 

hORF constructs – less structured CDSs were found to be more stable (Fig13B). Interestingly, 

these conclusions from hORF constructs are particularly relevant to endogenous genes with short 

3′ UTRs (Fig13C).  

Pioneering work in budding yeast identified codon usage as a key factor for mRNA stability 

(Neymotin et al., 2016; Presnyak et al., 2015; Radhakrishnan et al., 2016). Specifically, 

transcripts with more optimal codons (i.e., those with a high tRNA supply to demand ratio) tend 

to be more stable. Extending this analysis to humans has been particularly challenging due to the 

difficulty in identifying tRNA gene copy number from human genome sequencing data. Further, 

tRNA-sequencing methods to directly measure abundance are not very advanced, with high 

variation observed between datasets from different groups and tissues (Fig15A). Nevertheless, I 

do observe that certain codons are correlated with stable hORFs in a translation dependent 

manner (Fig14, Fig15), however there is a much smaller range in stabilization effects as 

compared with yeast (Fig19).  

This finding drove me to identify additional features that can explain the large variance in 

hORFeome stability. AA usage within the CDS has been widely linked to translation elongation 

rate (Johansson et al., 2011; Lareau et al., 2014; Tanner et al., 2009), but has never been linked 

with mRNA stability in humans. Recent work in yeast (Hanson et al., 2018) and zebrafish 

(Bazzini et al., 2016) has examined AA usage in this context, however both studies found that 

codon usage was the main driver of stability. Our data are among the first to indicate that certain 

AAs stabilize CDSs in human cells (Fig16, Fig17, Fig18), with hydrophobic residues in 

particular being correlated with stable transcripts. In contrast to budding yeast, AA usage plays a 

broader role in modulating stability in humans (Fig19). These findings suggest a model wherein 

the slowing of translation elongation by codon and AA usage results in the destabilization of 

transcripts in human cells (Fig20). 
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Figure 20. Codon and amino acid usage impact mRNA stability in humans. Translation elongation is 
a function of both codon and AA usage. (A). Codons are decoded at variable rates by tRNAs, dependant 
on the supply to demand ratio of tRNA molecules. (B). Amino acids modulate elongation as well, with 
each AA having variable peptide bond formation rates and movement through the ribosomal exit tunnel. 
Slowing of translation elongation is sensed by as yet unidentified factors that trigger the destabilization of 
the transcript.  

5.2 Limitations of the current hORFeome stability datasets 

When drawing conclusions from this hORF stability dataset, it is important to keep in mind 

certain caveats and considerations. First, there are biases in the hORFeome library that arise 

during cell line generation. Due to upper size limits in lentiviral packaging, a considerable 

number of hORF constructs with long CDS lengths are lost from the pooled virus preparation 

(Fig4), resulting in a library biased toward short CDSs. 

Second, due to the sequencing method used, I restricted analysis to hORF constructs that are not 

endogenously expressed. I chose to maintain a relatively low false discovery rate of ~10%, at the 

cost of reduced sample size. For instance, of the over ~3,000 hORFs infected into cell line 1, I 

was limited to a small sample size of 359 detectable hORF constructs, of which I was only able 

to measure reliable half-lives for 280 constructs (Fig8A). To mitigate differences in sample size, 

I sub-sampled data points from each of the endogenous and hORF stability datasets numerous 

times and calculated the average statistics across each sub-sample (Fig8D). In addition, analysing 

only non-endogenously expressed hORFs biased the dataset away from conserved 

“housekeeping” genes which tend to be highly expressed, stable, and enriched in optimal codons, 
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and toward non-essential, low-optimality CDSs. Most importantly, this restriction also prevented 

us from analysing biologically interesting hORF constructs such as those corresponding to 

structural or ribosomal protein genes. We were unable to measure stability of both endogenous 

and hORF transcripts for the same gene, which would have also been very valuable in 

determining the net effect of endogenous UTRs. 

Third, the Woodchuck Hepatitis Virus Posttranscriptional Regulatory Element (WPRE) in the 3′ 

UTR of hORFeome transcripts is generally included in lentiviral vectors to enhance gene 

expression by reducing read-through transcription, increasing nuclear export, and stabilising 

mRNAs (Zufferey et al., 1999). WPREs are common in viral constructs lacking any introns, 

since these transcripts do not undergo splicing-dependent deposition of proteins that function to 

increase expression. In future iterations of hORFeome-wide stability screens, a mini intron could 

be inserted into the 5′ UTR to facilitate this splicing-dependent deposition of expression-

enhancing protein complexes. Following this, a range of different 3′ UTRs can be examined in 

the context of the hORFeome to confirm that our conclusions are in fact independent of the 

WPRE. 

Finally, translation inhibition by 4EGI-1 likely results in indirect effects of the drug treatment. 

While it would be expected from previously published data (Bazzini et al., 2016; Mishima and 

Tomari, 2016; Radhakrishnan et al., 2016) that a reduction in translation rates during 4EGI-1 

treatment would result in reduced variance across hORF stability, an alternate explanation is that 

blocking translation could be reducing the abundance of key proteins that may be involved in 

mediating CDS-dependent regulation of decay rates. These concerns are somewhat mitigated by 

including computational-frameshift controls (Fig15B). However, an additional strategy would be 

to generate an hORFeome library with a translation inhibitory sequence in the 5′ UTR, such as 

the drug-responsive RocA-eIF4A target sequence (Iwasaki et al., 2016), to allow for the selective 

repression of translation initiation. Stability measurements using this modified hORFeome 

collection could then provide additional evidence that translation is required for CDS-mediated 

stability regulation. 

In spite of these limitations with this first iteration of hORFeome-wide stability measurements, 

this system has provided a powerful framework to demonstrate that coding sequence alone can 

result in a wide range of stability and has allowed for the identification of novel CDS elements 

that may be involved in this regulation. Knowing the limitations of this dataset provides insight 
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into the development of future iterations of hORFeome cell lines and stability data to continue to 

increase the impact of this system. 

5.3 Future directions 

The first step in expanding the power of this framework is to measure hORFeome-wide stability 

from currently existing hORFeome cell lines. This would expand sample size from only non-

endogenously expressed genes to all ~16,000 hORF constructs, as well as allow for a comparison 

of hORF genes with their endogenous counterparts. To this end, I set out to develop a novel 

library preparation strategy to selectively detect hORF constructs while excluding their 

endogenous counterparts. Lexogen’s QuantSeqTM 3′ mRNA-Seq Kit is a commercially available 

library preparation protocol designed to generate Illumina-compatible sequencing libraries for 

the 3′ end of polyadenylated RNAs by using Oligo-dT primers during first strand synthesis. To 

selectively detect hORF constructs, I have replaced this Oligo-dT primer with a primer specific 

to the hORF construct 3′ UTR, hence first strand synthesis is only carried out on hORF mRNAs 

while endogenous genes are excluded (Fig21A). Thus far, I have shown that hORF-specific 

Quant-seq is an excellent method for enriching hORF constructs, however this technique 

requires further optimization to increase both measurement accuracy and precision. 

After optimizing detection of hORF constructs using modified Quant-seq, I am also interested in 

implementing alternate methods for measuring half-lives. SLAM-seq is a recently published 

method for measuring RNA kinetics (Herzog et al., 2017), which relies on reverse-transcription 

dependent T-to-C conversion to detect 4SU incorporation over time in a high throughput 

sequencing compatible manner (Fig21B). The advantage of this method is that it requires 

considerably lower input RNA compared with the fractionation methods utilised in this thesis. 

Thus far, I have tested SLAM-seq and observed a large percentage of T-to-C conversions 

(Fig21B), with increasing conversion rates over the 4SU labelling time course. Unfortunately, 

SLAM-seq measurements yield half-lives that are weakly correlated with previous 

measurements. Additional experiments are required to determine whether this discrepancy is due 

to varying sensitivity to extracellular 4SU concentration changes over time. Overall, Quant-seq 

coupled with SLAM-seq while promising at this stage, requires additional optimization to obtain 

hORFeome-wide stability measurements. Once a larger dataset of hORF half-lives is available, a 

more quantitative model of all CDS elements predicting mRNA stability can be built. 
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Figure 21. Measuring mRNA stability hORFeome-wide. (A). Schematic representation of hORF-primed 
Quant-seq library preparation. During first strand synthesis, hORF UTR-specific primers are used to 
generate cDNA exclusively from hORF transcripts. Random priming is performed for second strand 
synthesis, and resultant libraries are PCR-amplified and sequenced. Reads are expected to pile up at the 
3′ region of hORF CDSs. Endogenous mRNAs will not be primed. (B). Schematic representation of 
SLAM-seq, an alternate method to measure 4-SU incorporation over time. Incorporated 4SU is modified 
using Iodoacetamide and is misread as a C by reverse transcriptase during first strand synthesis. 
Percentage conversion rates for each base transition in a SLAM-seq library were measured and plotted, 
for reads mapping to the - and + DNA strands. 

 

In addition to increasing sample size, it is critical to confirm that the relationship with codons 

and amino acids are causal, as opposed to correlative. In collaboration with Dr. Jeff Coller, we 

have shown that firefly luciferase variants with different synonymous codon usage have different 

stabilities. Consistent with my analysis, optimal variants tend to be more stable (unpublished 

data, M. Forrest and J. Coller, Case Western Reserve University). In the future, additional 

reporter analyses where CDS length, secondary structure, and amino acid usage are changed will 

be necessary. 

With increased sample size, an analysis of positional effects of codons within the CDS would 

also be interesting to examine. In general, codon usage near the 5′ end of the transcript is thought 

to impact translation initiation (Chu et al., 2014), while codon usage near the 3′ end of the CDS 

has the largest effect on stability (Mishima and Tomari, 2016; Radhakrishnan et al., 2016). 
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Examining hORFeome-wide measurements would help ascertain the extent to which this 

division exists in humans. 

A biologically relevant test of the importance of codon and AA usage in the hORFeome would 

be to modify the intracellular milieu by perturbing the levels of charged tRNAs and AAs. One 

simple way to induce these changes is by depleting AAs in human cell culture media, which has 

been shown to result in codon usage-mediated differential translation of mRNAs (Saikia et al., 

2016). We would predict that CDS stability effects would also be altered during starvation. 

Another interesting comparison would be to examine CDS effects on stability in a more diverse 

set of cell lines. In collaboration with Dr. James Ellis’ lab, we are measuring endogenous mRNA 

stability on cells at varying stages of neuronal development. Upon obtaining this data, 

determining the effects of coding sequence on different cell types will be of interest, particularly 

if tRNA pools are altered over neurodevelopment. 

After gaining an understanding of CDS-mediated regulation of stability, it becomes key to 

explore the mechanisms governing this relationship. With Dhh1 identified as a key regulator of 

this pathway in yeast (Radhakrishnan et al., 2016), the next step would be to investigate its 

human ortholog DDX6 as a candidate regulatory factor. Previously published DDX6 eCLIP 

datasets from the ENCODE consortium (Encode Consortium, 2012) in HepG2 and K562 cell 

lines can be analysed to determine whether DDX6 shows preferential binding to optimal or non-

optimal transcripts. Reporters with variable codon and AA usage can also be used for these 

mechanistic studies, including DDX6 occupancy analysis and tethering experiments. Through 

these and other tests, I hope to begin to decipher the mechanisms governing CDS mediated 

mRNA decay regulation in humans. 
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