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Abstract
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2013

We explore both robust biologically guided intensity-modulated radiation therapy (BG-IMRT) and pat-

tern recognition to identify responders to cancer treatment for lung cancer. Heterogeneous dose pre-

scriptions that are derived from biological images are subject to uncertainty, due to potential noise in

the image. We develop a robust optimization model to design BG-IMRT plans that are de-sensitized

to uncertainty. Computational results show improvements in tumor control probability and deviation

from prescription dose compared to a non-robust model, while maintaining tissue dose below toxicity

levels. We applied machine learning algorithms to 4D gated positron emission tomography/computed

tomography (PET/CT) scans. We identified classifiers which could outperform a naive classifier. Our

work shows the potential of using machine learning algorithms to predict patient response. This could

hopefully lead to more adaptive treatment plans, where the clinician would adapt the treatment based

on the prediction provided at certain time intervals in the treatment.
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Chapter 1

Introduction

1.1 Motivation

Lung cancer

Lung cancer is the leading cause of cancer death worldwide. It is estimated that in 2008, there were

1.6 million new cases of lung cancer and 1.4 million deaths due to lung cancer (Jemal et al., 2011).

Radiotherapy is a commonly used medical technique in the treatment of lung cancer (Bowen et al.,

2012), where a dose of radiation is delivered through the patient to the tumor in order to kill the

cancerous cells. Since the radiation damages the deoxyribonucleic acid (DNA) of both the cancerous

and healthy cells (Ehrgott et al., 2008), the goal of radiotherapy is to deliver as much dose to the tumor

as possible while still sparing the healthy tissue.

Intensity-modulated radiation therapy

Intensity-modulated radiation therapy (IMRT) is a technology that allows the dose of radiation to be

delivered in a non-uniform pattern. IMRT utilizes a multileaf collimator, which is a collection of slabs that

can block out different parts of the radiation beam allowing it discretize a large beam of radiation into

many smaller beamlets. Therefore, IMRT can modulate the intensity of the beamlets at a given point

resulting in the ability to deliver more complex treatment plans than previous radiotherapy delivery

systems (Ehrgott et al., 2008; Romeijn and Dempsey, 2008). By conforming closer to the patient’s

anatomical configuration, IMRT has the potential to improve treatment quality (Romeijn and Dempsey,

2008).

Treatment plans are designed by adjusting the intensity (or weights) of the beamlets to obtain a

clinically desired dose distribution. This is also known as the fluence map optimization problem. The

appropriate beamlet weights can be obtained from either forward or inverse planning techniques. Forward

planning is performed by adjusting the beamlet weights manually until the dose distribution is clinically

acceptable. Inverse planning relies on a set of established clinical criteria and calculates the optimal

beamlet intensities required to reach these criteria using optimization algorithms. The inverse planning

approach to the fluence map problem can be modelled and solved using mathematical programming

(Romeijn and Dempsey, 2008).

1
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Computed tomography

Radiotherapy treatment planning begins by acquiring a computed tomography (CT) scan of the patient,

which provides geometric information about the tumor and surrounding organs-at-risk (OARs). The

CT scan discretizes the patient into 3-dimensional blocks of finite resolution called voxels. Treatment

planning solely using CT imaging implicitly assumes that the tumor is biologically homogeneous and

aims to deliver a uniform dose (Vanderstraeten et al., 2006a) as this results in the optimal tumor control

probability (TCP) (Webb and Nahum, 1999; Levin-Plotnik and Hamilton, 2004). However it is known

that tumors are not in general biologically homogeneous (Yang and Xing, 2005) and recent developments

in imaging technology have given rise to scanners that can provide information about the heterogeneous

biological activity of tumors and organs (MacManus et al., 2009).

Positron emission tomography

In contrast to CT imaging, positron emission tomography (PET) can provide information about the

internal biological activity of the patient. The imaging procedure begins by injecting a small amount

of a specified radio-labelled tracer into the patient which then accumulates inside cells undergoing some

biological process (Gambhir, 2002) . The radioisotope emits a positron, which then collides with an

electron in the tissue and this emits 2 photons. The photons are then detected by the camera (Berger,

2003). Different tracers measure different types of biological activity. Examples of activity that can be

measured include: hypoxia, metabolism, proliferation, and perfusion (Gambhir, 2002).

Fluorodeoxyglucose (FDG) is the most commonly used tracer in PET imaging (MacManus et al.,

2009; Bentzen and Grégoire, 2011; Bowen et al., 2012) and is usually used clinically for diagnosis and

staging. FDG acts as a glucose analogue, and therefore measures the glucose uptake within different

organs of the patient. Since tumors have a higher rate of glucose uptake, FDG should be present in

higher concentrations than surrounding tissues. However, since all cells require glucose, FDG is not a

tumor specific tracer and will also accumulate in healthy organs (Gambhir, 2002).

PET scans are measured by a number known as the standard uptake value (SUV). The SUV at time

t is defined as follows.

SUV(t) =
tissue radioactivity concentration

injected dose/patient weight
(1.1.1)

The tissue radioactivity concentration is calculated over a certain region of interest (ROI); in our case

we will consider this ROI to be a single voxel.

In addition, PET has been explored as a method to guide dose boosting to PET avid regions.

Dose boosting accounts for the heterogenity of the tumor in the treatment plan. A uniform dose to

a biologically non-uniform tumor is an inefficient use of dose since some voxels will receive more dose

than required to obtain tumor control and some voxels may not receive enough dose. In previous

studies that utilized PET to guide dose boosting, it was assumed that the values in the image were

generally correct. However, PET imaging, like other imaging modalities, is subject to a number of

uncertainties. Boellaard (2009) presents a comprehensive list of uncertainties affecting PET imaging.

These uncertainties may affect the resulting PET signal making the observed signal not representative of

the true underlying biological activity. Thus, any treatment planning paradigm that uses PET imaging

to derive heterogeneous prescription doses must also consider the inherent uncertainty in the PET signal.

PET has also been looked at as a method to predict patient outcomes. In particular, high PET-FDG

uptake has been associated with worse survival rates for patients (Vansteenkiste et al., 1999; Eschmann
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et al., 2006; Downey et al., 2004). It is hoped that the ability to predict patient outcomes based on PET

scans can improve the treatment process by allowing clinicians to adapt based on the scan’s prediction.

In this thesis, we will investigate the use of PET scans as applied to radiotherapy of lung cancer in

two different ways. The first will be to use PET information to guide biologically-based prescription

dose. The second will be as a predictive tool to identify patients who will respond to treatment.

1.2 Contributions

Robust biologically-guided intensity-modulated radiation therapy

To the best of our knowledge, there has been no previous work done applying robust optimization to

biologically-guided (BG) IMRT treatment planning. In this paper, we develop the first robust optimiza-

tion approach to PET-based treatment planning. We assume that the PET signal is correlated with

hypoxia (lack of oxygen), which in turn produces a heterogeneous spatial distribution of radioresistance,

thus requiring a voxel-specific heterogeneous prescription dose. While certain tracers are more suited for

measuring hypoxia, our framework is tracer-independent. All that is required is a function to convert

the PET image values to a prescription dose. We simply make this assumption as a proof of principle.

Noise or uncertainty in the PET signal affects the heterogeneous prescription dose and thus the overall

treatment quality; if the true signal is higher than observed, we may be underdosing the tumor and

if it is lower than observed, we may miss out on an opportunity for improved sparing. Our approach

accounts for uncertainty in the PET signal and extends a previous cardinality-based robust optimization

model (Bertsimas and Sim, 2004). We apply our framework to a clinical lung case with PET information.

Since we use respiratory-synchronized PET images (4D PET) we do not need to consider the effect of

motion blur on the dose-influence matrix.

Lung cancer response classification using pattern recognition

Improved methods to predict response to treatment could lead to therapeutic approaches that are tailored

to individual patients. In this work, we leverage gated 4D PET/CT scans to investigate the potential

improvements that temporally sequenced data could bring to predict treatment outcome. Past work

relied on a population averaged motion kernel to reconstruct unblurred images Vaidya et al. (2011)

and only utilized pre-treatment scans. We also investigate the efficacy of different machine learning

algorithms on this dataset. To the best of our knowledge, there has been no previous work comparing

different machine learning algorithms using FDG-PET to predict patient response.

1.3 Organization

This thesis is structured as follows: In Chapter 2, we present a review of biologically-guided IMRT,

approaches to handling uncertainty in IMRT, and PET-guided predictive models found in the literature.

In Chapter 3, we present our work in developing a robust optimization framework for biologically-guided

IMRT. In Chapter 4, we present our analysis of applying machine learning algorithms to 4D FDG-

PET/CT scans. In Chapter 5, we present our concluding remarks and provide directions for future

areas of investigation.



Chapter 2

Literature review

In this chapter, we provide an overview and discuss previous research that has been conducted on

topics relevant to this thesis. In Section 2.1 we review past work conducted in biologically-guided

IMRT. Section 2.2 reviews the literature on uncertainty in radiotherapy (RT) and approaches to combat

it. Section 2.3 reviews the literature on uncertainty in biologically guided RT. Finally, in Section 2.4

reviews the use of PET scans in predictive models.

2.1 Biologically-guided IMRT (BGRT)

Biologically-based imaging such as PET can provide insight into factors that may affect the spatial

radiosensitivity distribution of the target (Ling et al., 2000). This heterogeneous radiosensitivity may

require a non-uniform dose prescription in order to maximize TCP (Brahme and Argren, 1987; Levin-

Plotnik and Hamilton, 2004).

How best to utilize biological information to aid treatment planning is still an open question, party

due to uncertainties inherent in PET imaging. Optimizing biological objective functions, such as tumor

control probability (TCP), rather than physical dose volume objectives, has been investigated. Brahme

(1999) conducted early studies on the use of radiobiological objectives in radiation therapy. Kim and

Tomé (2006) optimized a biological objective function that maximized TCP while minimizing normal

tissue complication probability (NTCP). Kim et al. (2012) proposed a stochastic control method that

minimized a nonlinear objective function describing the total number of tumor cells. These approaches

directly optimized a nonlinear biological objective function.

An alternative to optimizing the biological objective function directly is to generate a heterogeneous

prescription dose distribution. A number of researchers have proposed a tracer-independent linear re-

lationship to transform the PET signal from a biological image to prescription dose (Xing et al., 2002;

Alber et al., 2003; Das et al., 2004; Vanderstraeten et al., 2006b,a). These studies were primarily con-

cerned with investigating the feasibility of using PET to introduce a boost dose and did not analyze

radiobiological metrics.

Yang and Xing (2005) calculated prescription doses required to maximize TCP given voxel-specific

radiobiological parameters under the linear-quadratic (LQ) cell kill model. This approach was then

applied to a prostate tumor case using hypothetical distributions of radiobiological parameters. When

compared to a uniform dose escalation approach, it was found that a heterogeneous dose distribution

4
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provides an increase in TCP and a decrease in normal tissue complication probability (NTCP).

South et al. (2008) developed a theoretical framework to derive heterogeneous prescription dose

distributions based upon functional imaging. A follow up study by South et al. (2009) applied this

theoretical framework to PET imaging using FDG as a tracer and investigated the effects of varying

resolutions of dose compartments.

Søvik et al. (2006) investigated the use of dose redistribution to target hypoxic compartments of a

theoretical tumor model. A four compartment based heterogeneous dose distribution was used. They

found that dose redistribution could realize significant increases in TCP compared to an uniform dose.

Since TCP is a continuously increasing function of dose, the significance of dose redistribution is that

compared to dose escalation, the gains in TCP are due to a more efficient allocation of dose.

2.2 Uncertainties in radiation therapy

Since IMRT treatments are typically given in small doses over a number of fractions and planning is

conducted on the pre-treatment CT scan, differences in patient setup between fractions (interfraction)

and organ motion during treatment (intrafraction) can introduce errors into the treatment. Current

clinical practice is to define a margin around the tumor volume to account for errors in positioning. By

extending the tumor volume, this will cause the healthy tissue in the margin area to receive additional

dose, potentially impacting the health of the patient.

Much of the previous work in IMRT treatment planning under uncertainty models the effects of

patient positioning and organ movement by blurring the dose matrix, resulting in an expected dose

rather than a known deterministic dose. Chu et al. (2005) developed a robust optimization model using

an ellipsoidal uncertainty set to address interfraction patient shifts and tumor motion. The probabilities

for the shift directions were assumed to be known. Their computational results demonstrated that

the robust solution achieved comparable target dose homogeneity as the deterministic solution, but

was able to realize a reduction in dose to healthy organs. Olafsson and Wright (2006) investigated dose

calculation and interfraction patient positioning errors and introduce a novel algorithm, sequential linear

programming (SLP), to improve the solution time of their robust second order cone program (SOCP).

Chan et al. (2006) and Bortfeld et al. (2008) considered intrafraction uncertainty due to patient

breathing motion. Data from breathing traces was used to construct error bars on the breathing motion.

The robust model did not rely on knowledge of underlying probability distribution. The resultant

robust treatment plan was able to deliver more dose to the phantom tumor than the nominal plan

and less dose to the healthy tissues than the margin plan. Therefore, this robust plan represents a

tradeoff between the plan that assumes no uncertainty (nominal) and the one that assumes maximum

uncertainty (margin). Robust optimization methods have also been developed for intensity-modulated

proton therapy (Unkelbach et al., 2007; Fredriksson et al., 2011; Liu et al., 2012; Chen et al., 2012).

Patient anatomy also changes during radiotherapy (Lim et al., 2011). Adaptive methods have been

proposed to account for changes in tumor size and position. Adaptive radiotherapy involves modifying

the plan based on new data over the course of treatment at certain time intervals.
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2.3 Uncertainties in BGRT

PET imaging, like other imaging modalities, is subject to a number of uncertainties. Boellaard (2009)

presents a comprehensive list of uncertainties affecting PET imaging, with the three largest being blood

glucose level, region of interest, and patient motion, which had maximum effects of ±75%,±55%,±60%,

respectively. Increased blood glucose could result in lowered SUV. The size and shape of the tumor can

greatly impact the SUV, with the SUV of small tumors being underestimated more. Patient motion and

breathing introduces image artifacts and decreased resolution. Certain uncertainties can be controlled,

for example, glucose level can be controlled by having the patient fast before scan acquisition, and

patient motion can be controlled by using gated PET scans. However, uncertainties may still affect the

resulting PET signal, making the observed signal not representative of the true underlying biological

activity. Christian et al. (2009) demonstrated on animal models the limitations of PET imaging and the

need to account for discrepancies in the image due to the finite resolution of the scanning technology.

Thus, any treatment planning paradigm that uses PET imaging to derive heterogeneous prescription

doses must also consider the inherent uncertainty in the PET signal.

A few studies have considered incorporating uncertainty into a biologically-based treatment planning

process. K̊aver et al. (1999) compared the use of stochastic optimization and margins on the biological

parameters to maximize the expected probability of uncomplicated treatment (P+). Biological margins

assume that the patient’s healthy organs are more radiosensitive and that the patient’s tumor is more

radioresistant than population-derived mean radiobiological parameters. The simpler method of bio-

logical parameter margins obtained results that were similar to stochastic optimization, but the results

relied heavily on the choice of margin magnitude.

Witte et al. (2011) addressed geometric uncertainties when using heterogeneous dose distributions in

a probabilistic optimization model, where random and systematic (positional) errors were approximated

using isotropic Gaussian kernels. The resulting treatment plan was able to obtain results with 99% of

the tumor volume having a maximum underdose of less than 5% at a 90% confidence level.

2.4 PET as a prognostic tool

Studies have shown that FDG has potential in predicting the response of cancer to radiotherapy treat-

ment (Grigsby et al., 2004; Petit et al., 2009). A large body of research has been conducted to identify

clinically relevant metrics on which to base a prediction of patient response. Interested readers can refer

to Juweid and Cheson (2006) and Ben-Haim and Ell (2009) for a comprehensive literature review of

PET-FDG and its role in the evaluation of patient response to cancer treatment.

Goodgame et al. (2008) found that for patients who underwent curative surgical resection for stage

1 non-small cell lung cancer (NSCLC) the pre-operative FDG with a maximum SUV (SUVmax) larger

than 5.5 predicted relapse and death. Aerts et al. (2009) found that the residual metabolically-active

areas in the post-radiotherapy PET-FDG scan corresponded to the areas of high FDG uptake in the

original pre-radiotherapy scan. Dooms et al. (2009) showed that SUVmax and an SUVmax corrected for

the partial volume effect was correlated with a higher risk of death under a univariable analysis. Tumor

size was also found to be highly correlated with SUVmax. A meta-analysis of the medical literature

(Berghmans et al., 2008) suggested that the primary tumor SUV has prognostic value.
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El Naqa et al. (2009) investigated feature based methods to predict patient response and implemented

a logistic regression model to predict loco-regional and regional failure probabilities of cervix and head

and neck cancers based on FDG-PET/CT imaging. Vaidya et al. (2011) conducted a follow up to El

Naqa’s original study, focusing on lung cancer. A population-based motion kernel was implemented

to correct for lung motion (Vaidya et al., 2011). However, only pre-treatment PET-CT scans were

considered as input into the predictive model. van Stiphout et al. (2011) utilized a linear SVM to

predict patient response after chemotherapy for rectal cancer. They also observed that addition of post-

chemotherapy PET data resulted in the best predictive model. Tixier et al. (2011) investigated the use

of textural features to predict esophageal cancer patient response.

Readers can also refer to Cruz and Wishart (2006) for a comprehensive overview of applications of ma-

chine learning in cancer prediction and prognosis. Machine learning and pattern recognition techniques

have also been applied extensively to medical fields outside of cancer treatment prediction (Magoulas

and Prentza, 2001; Baek et al., 2009; Inza et al., 2010; Suzuki et al., 2012), such as, but not limited to:

image reconstruction, diagnosis, and identification of biomarkers.



Chapter 3

Robust biologically-guided

intensity-modulated radiation

therapy

In this chapter, we develop a robust optimization method that accounts for uncertainty in the observed

SUV. The contributions of this chapter are as follows.

1. We develop a robust optimization methodology which considers protecting against uncertainty

across rows of constraints. Previous approaches (Bertsimas and Sim, 2004) considered protecting

against uncertainty coupled across columns but in single rows independent from each other.

2. We demonstrate computational results on simulated realizations of uncertainty on a clinical lung

cancer case which show improvements in objective function value and TCP when our robust for-

mulation is used in BG-IMRT.

The chapter is organized as follows. Section 3.1 describes our radiobiological modelling and robust

methodology. Section 3.1.5 describes the optimization parameters and presents some summary statistics

about the patient case. Section 3.2 presents our results. Section 3.3 presents the results of our sensi-

tivity analysis on some selected free parameters in the radiobiological models. Section 3.4 presents our

discussion of the results. Section 3.5 presents some work using a more biologically motivated source of

uncertainty, the partial volume effect.

3.1 Methods and materials

We assume that a voxel-specific standardized uptake value (SUV) obtained from a FDG-PET image is

used to generate a heterogeneous dose distribution. We aim to achieve this heterogeneous dose distri-

bution using both non-robust and robust optimization methods. The two methods are then compared

through a simulation study.

We acknowledge that FDG is not a direct indicator of hypoxia, but we use it as a proof of concept to

illustrate simple patterns of spatially heterogeneous radioresistance. In reality, FDG uptake is believed to

be affected by a number of biological processes including radioresistance (Aerts et al., 2009), proliferation

8
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(Vesselle et al., 2000), cell density (Dooms et al., 2009), and hypoxia (Airley et al., 2001; van Baardwijk

et al., 2007; Sattler and Mueller-Klieser, 2009). The optimization model we present is tracer-independent

and only requires voxel-specific prescription doses. To generate the prescription dose for each voxel,

we start with an observed SUV value, convert it to partial oxygen pressure, generate radiosensitivity

parameters, and finally compute the voxel-specific prescribed dose needed to achieve a certain TCP (see

Figure 3.1).

3.1.1 Radiobiological modeling

We calculate the tumor control probability of voxel i, TCPi, according to linear quadratic (LQ) model

of cell kill (Fowler, 1989; Webb and Nahum, 1999; Yang and Xing, 2005; South et al., 2009). TCPi is

given by equation (3.1.1) :

TCPi = exp

[
ρiVi exp

(
−αidi − βi

d2
i

r
+

log 2

Tp
(T − Tk)

)]
. (3.1.1)

Parameters αi and βi are the linear and quadratic coefficients of the LQ model for voxel i, respectively.

Parameter Tp is potential cell doubling time in days, T is the overall treatment time, Tk is the number

of days until repopulation begins, ρi is the number of clonogens per cm3 in voxel i, Vi is the volume of

voxel i, r is the number of fractions, and di is the total dose to a voxel i. The TCP for the CTV is

calculated as the product of TCPi for each voxel i in the CTV.

TCP =
∏

i∈CTV

TCPi (3.1.2)

3.1.2 Conversion from SUV to voxel-specific prescription dose

While the true function to convert FDG SUV to a prescription dose is unknown, we will assume a

particular functional form for the purposes of model evaluation. The optimization is independent of the

prescription dose function; it only assumes that a prescription dose can be calculated given the SUV.

Dose prescriptions will be derived to maximize the TCP under the LQ model.

Following South et al. (2009), we assume that the PET signal is negatively correlated to oxygenation.

First, we convert SUV θi, to oxygenation p(θi), according to the following equation:

p(θi) = min

{
max

{
φ1 exp

(
φ2

θi

)
, pmin

}
, pmax

}
(3.1.3)

Parameters pmin and pmax were chosen to be 1 and 100, respectively. The function p(θi) is shown in

Figure 3.2a. We chose parameters φ1 and φ2 to fit the overall relationship between SUV and dose so

that at a SUV of 2.5 the dose would be approximately 65 Gy and at a SUV of 20, the dose would be

approximately 100 Gy (see Figure 3.2d). The values chosen for φ1, φ2 were 1 and 11.5, respectively. The

value of 2.5 was used because an SUV of 2.5 is a commonly used threshold for tumor edge deliniation

(Hellwig et al., 2007).

For each voxel i, we convert partial oxygen pressure into the factors, Ai and Bi, which modify the

intrinsic radiosensitivity parameters, αi and βi, respectively (Wouters and Brown, 1997), according to
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Observed SUV → Oxygenation → Radiosensitivity → Prescribed dose

Figure 3.1: Dose conversion process
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the following equations:

Ai =

(
1

OERαmax

)[
(piOERαmax +Km)

pi +Km

]
(3.1.4)

Bi =

(
1

OERβmax

)2 [
(piOERβmax

+Km)

pi +Km

]2

(3.1.5)

Parameters OERαmax
and OERβmax

are the maximum oxygen enhancement ratios (OER) for α and

β, respectively (Toma-Dasu et al., 2009). Parameter Km is the partial oxygen pressure at which half-

maximum sensitization is reached and pi is the partial oxygen pressure for voxel i. To derive voxel-specific

radiosensitivity parameters αi and βi, the intrinsic parameters, α and β, are then multiplied by their

respective Ai and Bi: αi = Aiα and βi = Biβ. Figure 3.2b shows the relationship between oxygenation

and the radiosensitivity parameters.

The modified radiosensitivity parameters determine a voxel-specific prescription dose that results in

a specified TCP, according to the method described by Yang and Xing (2005). Figure 3.2c shows the

conversion from the radiosensitivity parameters to a voxel-specific prescription dose that results in a

voxel TCP of 0.99999. Figure 3.2d summarizes all the steps into a single plot, showing the relationship

between the input SUV and output prescription dose.

For this study, the intrinsic radiobiological parameters for a lung tumor were set as follows (Mehta

et al., 2001; El Sharouni et al., 2005; South et al., 2009): ρ = 107 clonogens/cm
3
, α = 0.35 Gy−1,

β = 0.035, αβ = 10, Tp = 3 days (equivalent to a cell proliferation rate of 0.1386 days−1), OERαmax = 2.5,

OERβmax = 3, Km = 3.28, Tk = 28 days. Partial oxygen pressure for a voxel was assumed to be bounded

within the range p ∈ [1, 100] mm Hg (South et al., 2009). The treatment plan parameters were set as

follows: T = 44 days, r = 32 fractions.

3.1.3 Model of SUV uncertainty

We assume that the true SUV is not directly observed due to noise in the image (Boellaard, 2009). We

define θi to be the nominal (i.e., observed) SUV in voxel i of the PET image. The true (i.e., unobserved)

SUV for voxel i, θ̃i, resides in an interval Ui = [θi − θ̂i, θi + θ̂i], where θ̂i is the maximum absolute

deviation from the nominal SUV for voxel i. In other words, the true SUV equals θi plus an uncertain

noise term.

The values θi and θ̂i will be used to determine a prescription dose for treatment planning. Since

the true SUV value is unknown, the dose that should have been prescribed may be different from the

nominal prescription dose, which is derived from the observed SUV. Thus, if we design a treatment using

the nominal heterogeneous prescription dose distribution, we may underdose or overdose certain voxels

with respect to the dose that should have been prescribed.

3.1.4 Mathematical formulation

We develop a robust optimization framework for treatment planning in the presence of PET signal

uncertainty based on the “budget of protection” model of Bertsimas and Sim (2004). Our goal is to

demonstrate a proof of concept for the value of robustness in the presence of PET signal uncertainty. As

such, we use a simple penalty-based linear model that approximates a treatment planning formulation,

but omits many of the more sophisticated features of clinical formulations for the sake of simplicity.
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Let i, j, and k index voxels, beamlets, and structures, respectively. Let Ik be the set of all voxels in

structure k, O be the index set of all organs-at-risk (OARs), IT be the set of all tumor voxels, IO be

the set of all OAR voxels, and J be the set of all beamlets. Let xi, yi, and z measure the overdose to

voxel i, underdose to voxel i, and maximum underdose to the CTV, respectively. Let wj be the intensity

of beamlet j. Let Dij be the influence matrix describing the dose from unit intensity of beamlet j to

voxel i. Let f(θi) be the prescribed dose to voxel i, given SUV θi. Let Ui and Li be the upper and lower

bounds on the dose to voxel i, respectively. Let µk be an upper bound on the mean dose to OAR k. We

will refer to Formulation (3.1.6) as the nominal (no uncertainty) model.

minimize
w,x,y,z

λ+
∑
i∈IT

xi + λ−
∑
i∈IT

yi + λz + λO
∑
i∈IO

∑
j∈J

Dijwj (3.1.6a)

subject to − yi ≤
∑
j∈J

Dijwj − f(θi) ≤ xi, ∀i ∈ IT , (3.1.6b)

z ≥ yi, ∀i ∈ IT , (3.1.6c)

Li ≤
∑
j∈J

Dijwj ≤ Ui, i ∈ IO, i ∈ IT , (3.1.6d)

1

|Ik|
∑
i∈Ik

∑
j∈J

Dij ≤ µk, ∀k ∈ O, (3.1.6e)

xi, yi, wj ≥ 0, ∀i ∈ IT , j ∈ J . (3.1.6f)

The objective (3.1.10a) minimizes a weighted combination of the total absolute deviation from the voxel-

specific prescribed dose for all target voxels and the total dose to the OARs. Parameters λ+, λ−, λ, λO

are the weights for penalizing overdose, underdose, maximum underdose, and OAR dose, respectively.

Constraint (3.1.6b) models the overdose and underdose computations. Constraint (3.1.6c) models the

maximum underdose computation. Constraint (3.1.6d) bounds the upper and lower doses to every OAR

voxel. Constraint (3.1.6e) limits the mean dose for each OAR. Since Formulation (3.1.6) assumes no

uncertainty in the underlying radiobiological parameters, a treatment that is able to deliver at least the

prescribed dose to all CTV voxels will generate a voxel TCP of 0.99999 and an overall CTV TCP of at

least 0.99999|ICTV|, where |ICTV| is the cardinality of the set of CTV voxels.

The robust formulation accounts for SUV uncertainty and builds on Formulation (3.1.6). First, let

f(θ̃i) be the dose prescription for voxel i associated with the uncertain SUV θ̃i, which we use in place of

f(θi) in constraint (3.1.6b). Second, to facilitate the comparison of our robust model with the nominal

model, we require the robust model to deliver a mean dose to the tumor that is the same as what is

delivered in the nominal model. Thus, after solving the nominal model we calculate the mean tumor

dose, which we define as Ω, and include a constraint which holds the mean CTV dose delivered by the

robust solution equal to Ω. These two changes to the nominal model are implemented by eliminating

constraint (3.1.6b) in Formulation (3.1.6) and adding the following two constraints:

−yi ≤
∑
j∈J

Dijwj − f(θ̃i) ≤ xi, ∀θ̃i ∈ Ui, i ∈ IT , (3.1.7a)

1

|IT |
∑
i∈IT

∑
j∈J

Dijwj = Ω. (3.1.7b)

Since Ui is an interval, a formulation including the constraint (3.1.7a) is not directly solvable as a
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linear program. However, we can easily reformulate it into a tractable linear program. Our model

assumes that each voxel’s SUV may deviate from its nominal value; however, the total number of voxels

that will deviate (and conspire to produce a worst-case effect) is bounded. We introduce a parameter

γi ∈ [0, 1] for each constraint involving Ui to model to the extent of the SUV change of voxel i. For

example, γi = 0 models the belief that voxel i will remain at its nominal SUV θi and therefore only

require the corresponding nominal prescription dose, while γi = 1 models the belief that voxel i will

realize its worst-case (largest) SUV θi + θ̂i and therefore require a higher dose to achieve the same TCP.

Formulation (3.1.8) shows the linear robust formulation.

minimize
w,x,y,z

λ+
∑
i∈IT

xi + λ−
∑
i∈IT

yi + λz + λO
∑
i∈IO

∑
j∈J

Dijwj

subject to
∑
j∈J

Dijwj − f(θi) + γi

[
f(θi + θ̂i)− f(θi)

]
≤ xi, ∀i ∈ IT ,

−
∑
j∈J

Dijwj + f(θi) + γi

[
f(θi + θ̂i)− f(θi)

]
≤ yi, ∀i ∈ IT ,

z ≥ yi, ∀i ∈ IT ,

Li ≤
∑
j∈J

Dijwj ≤ Ui, i ∈ IO, i ∈ IT ,

1

|Ik|
∑
i∈Ik

∑
j∈J

Dij ≤ µk, ∀k ∈ O,

1

|IT |
∑
i∈IT

∑
j∈J

Dijwj = Ω,

xi, yi, wj ,≥ 0, ∀i ∈ IT , j ∈ J .

(3.1.8)

If we allow γi to be decision variables that can be optimized for simultaneously with the beamlet

intensities wj , the optimization engine will chose values for γi in an optimistic (i.e., not worst-case)

manner. Instead, to ensure that Formulation (3.1.8) is protecting against a worst-case realization of the

SUV, we formulate an auxiliary optimization problem (3.1.9) that identifies the worst-case combination

of voxels to change SUV and chooses the γi values accordingly within an overall budget of Γ.

maximize
γ

∑
i∈IT

γi

[
f(θi + θ̂i)− f(θi)

]
subject to

∑
i∈IT

γi ≤ Γ,

0 ≤ γi ≤ 1, ∀i ∈ IT .

(3.1.9)

The value Γ can be interpreted as the maximum number of voxels that we expect to change their SUV to

their worst-case values. Therefore Γ need not be larger than Γmax := |IT | (the number of tumor voxels).

Choosing Γ = 0 forces all γi = 0, and the robust model (3.1.8) reduces to the nominal model (3.1.6).

Choosing Γ = |IT | results in the most conservative model, where we assume all tumor voxels can change

their SUV to their worst-case values. Given a particular Γ, the auxiliary problem (3.1.9) is solved

first to find the optimal γ∗i values, which are then used as input to formulation (3.1.8). Note that

formulation (3.1.9) is an instance of the continuous knapsack problem, for which it is known that the

greedy solution is optimal. That is, if the values of
[
f(θi + θ̂i)− f(θi)

]
are ranked in descending order,

the optimal solution is γ∗i = 1 for i = 1, . . . bΓc and γ∗dΓe = Γ−bΓc (in the case Γ is not integer). Hence,
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the effort required to solve formulation (3.1.9) is trivial. Overall, the parameter Γ allows a treatment

planner to adjust his or her level of conservatism when designing the robust treatment.

Differences between our row-based approach and a column-based approach

We mentioned earlier in the introduction to this chapter that our robust approach differs from the

previous robust approach developed by Bertsimas and Sim (2004). Their robust model is formulated as

follows. Let Ji be the set of coefficients aij in row i and column j which are subject to uncertainty. This

model also assumes that the true value of aij resides in the interval [aij − âij , aij + âij ].

maximize
x,y

c′x (3.1.10a)

subject to
∑
j

aijxj + max
{Si

⋃
{ti}|Si⊆Ji,|Si|=bΓic,ti∈Ji\Si}

∑
j∈Si

âijyj + (Γi − bΓic) âitiyt

 ≤ bi, ∀i,

(3.1.10b)

− yj ≤ xj ≤ yj , ∀j, (3.1.10c)

l ≤ x ≤ u (3.1.10d)

y ≥ 0. (3.1.10e)

Constraint 3.1.10b is equivalent to the following linear program.

maximize
zi

∑
j∈Ji

âij |x∗j |zij

subject to
∑
j∈Ji

zij ≤ Γi,

0 ≤ zij ≤ 1, ∀j ∈ Ji.

(3.1.11)

Model 3.1.11 is then embedded into Model 3.1.10 by taking the dual of Model 3.1.11. The proofs of

equivalence and details of conversion are omitted from this thesis; interested readers can refer to the

original paper (Bertsimas and Sim, 2004).

In constrast to our model, there exists a parameter Γi for all rows i. Γi is a budget of uncertainty

for row i and it protects against the coefficients aij from a change in their nominal value. The selection

of optimal âij to protect against is determined through the solution of Model 3.1.11. Our model only

has a single parameter Γ, which couples the protection across the rows of the model.

3.1.5 Patient data and optimization parameters

The data used in this study was obtained from The Princess Margaret Cancer Center. Combined 4D

FDG-PET/CT images and tumor contours were exported from Philips Pinnacle in DICOM format. The

data was then imported into the Computational Environment for Radiotherapy Research (CERR), in

order to generate the dose influence matrices necessary for optimization (Deasy et al., 2003). The SUV

of each voxel from the PET image was converted into a voxel-specific prescription dose as described in

Section 3.1.2.

We penalized underdosing more heavily than overdosing on the target prescription dose since un-

derdosing (especially maximum underdose) has a larger effect on TCP. Penalty parameters were set as
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SUV Prescription dose
PTV\CTV CTV PTV \CTV CTV

Mean 0.97 3.61 64.73 71.23
Max 8.97 18.62 88.73 102.91
Min 0.03 0.12 64.53 64.53
Std 0.81 3.68 1.52 10.36

Median 0.76 1.93 64.53 64.53

Table 3.2: Summary statistics of SUV and prescription dose distribution

follows: λ+ = 0, λ− = 1000, λ = 100, 000, λO = 1. Mean and maximum dose constraints were obtained

from the QUANTEC series of papers (Marks et al., 2010) and clinical protocols at Princess Margaret

Cancer Center (see Table 3.3). For organs without a clinical or QUANTEC specified maximum limit,

we set the maximum to 100. For the target, we set an upper limit of 1.4 times the prescription dose at

each voxel. Table 3.1 outlines the parameters for mean and max constraints in the nominal and robust

models.

Lung Esophagus Spinal Canal Heart Target

Mean dose 18 34 - 26 -

Max dose 100 65 50 100 1.4f(θi)

Table 3.1: Model mean and maximum dose limits (Gy)

For the robust formulation, we set Ω = 83.25 Gy, which is the mean tumor dose of the solution to the

nominal formulation. We employed a coplanar equispaced 7 beam configuration for the two optimization

models. The models were solved using CPLEX 12 on a remote computing cluster. The node used was

composed of a 2.27 Ghz Intel Xeon 10 core processor and 252 Gb of RAM. All models solved within 1

minute.

The original CT scan had a resolution of 0.0977 cm × 0.0977 cm × 0.2 cm. The original PET scan

had a resolution of 0.3906 cm × 0.3906 cm × 0.3270 cm. The SUV of the PET voxels were mapped

to their closest corresponding voxel in the CT image. Then the CT scan was downsampled to obtain a

final planning resolution of 0.3906 cm × 0.3906 cm × and 0.2 cm. This resulted in 7,372 voxels in the

CTV and 207,938 voxels in the OARs. Since the prescription dose is generated to obtain a voxel TCP

of 0.99999, a plan that is able to deliver at least the prescribed dose to all CTV voxels will obtain an

overall CTV TCP of 0.93 (0.999997372).

Figure 3.3a shows the distribution of the SUV in different regions of interest within the target. It

can be observed that the portion of the PTV that is not part of the CTV tends to have most of its SUV

clustered around values between 0-2. While the CTV itself has a larger range of values and is more

spread out. Figure 3.3b shows the distribution of prescription dose in different regions of interest in the

target. It can be observed that the non-CTV PTV ring has nearly all of its prescription dose values at

65 Gy, while the CTV itself has some small hotspots of high prescription dose and a large portion of

voxels at the standard 65 Gy. Table 3.2 shows the summary statistics for both SUV and prescription

dose values. Figure 3.4 shows the spatial distribution of the PET scan’s SUV uptake at a specified z-axis

coordinate.
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Figure 3.3: Distribution of nominal SUV and prescription dose
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(b) Magnified 2D slice of the PET scan.

Figure 3.4: 2D slice showing the spatial distribution of SUV uptake. The colors represent the SUV at
that voxel.
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3.1.6 Simulating SUV to evaluate optimization results

Once we determine optimal beamlet intensities by solving the nominal and robust formulations, we

simulate the realization of different SUV and evaluate the dosimetric consequences. We conduct two

types of computational analyses which are described as follows.

Random

The first computational analysis considers an abstract random simulation of SUV realization. This

could be thought of as random noise in the image or as the confounding of many different sources of

uncertainty some of which bias the SUV positively and some which bias it negatively, leading to a

“random” realization of the observed image value. This analysis is further divided into two different

methods of generating SUV realizations.

• Uniform uncertainty scenario: The SUV for voxel i is drawn from a uniform distribution over the

interval [θi − θ̂i, θi + θ̂i].

• Worst case uncertainty scenario: We simply choose the worst-case SUV (the maximum value in

the interval).

Each voxel is considered independently of each other. The range of SUV for voxel i was generated by

setting θ̂i to 0.6θi. A random set of voxels realize a change from their nominal values in each simulation.

We simulated 2000 realizations for each scenario. Section 3.2 describes the results for this simulation.

Partial volume effect (PVE)

The second is a more biologically realistic simulation motivated by the partial volume effect (PVE).

This analysis considers PVE in isolation from any other source of uncertainty. Section 3.5 describes the

nature of the effect in further detail and also the results of the simulation.

3.2 Results

First, we consider the impact of uncertainty and protection level Γ on the objective function values (i.e.,

a weighted measure of deviation from prescription dose) and TCP. Recall that Γ = 0 is equivalent to

the nominal plan, while positive Γ values correspond to robust solutions. Figures 3.5 and 3.6 depict

histograms of the objective function values and TCP values, respectively, where the relative frequencies

are generated from simulating random sets of voxels to experience a change from their nominal SUV. The

change in the observed SUV was considered under two scenarios: uniform and worst-case uncertainty.

The uniform scenario is when the SUV is allowed to increase or decrease within the bounded range

according to a uniform distribution. The worse-case scenario is when the SUV reaches its maximum

value within the bounded range. Each voxel is considered independently from each other. TCP was

calculated only on the CTV since the use of TCP is not applicable to the PTV, which is a geometric

concept used to deal with setup errors (Li et al., 2012).

Figure 3.5 shows that under both the uniform and worst-case uncertainty scenarios, the nominal

plan generates worse objective function values and has more variability in these values, compared to

the robust plans. A higher objective function value means the delivered dose distribution deviates more

from the desired dose distribution. Increased spread in the histogram means that the performance of the
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nominal plan is much more variable in the presence of uncertainty. Note for Γ > 0.4Γmax the resulting

histogram is essentially the same as the one for Γ = 0.4Γmax. This suggests that only some protection

is required to get most of the gains of robustness.

Figure 3.6 shows similar results as Figure 3.5 but from the perspective of TCP. The robust plans

generally have higher TCP values and less variability in TCP under the worst-case uncertainty scenarios.

Similar to the previous case, negligible gains in TCP are realized when Γ is increased above 0.4Γmax.

Under the uniform uncertainty scenario, the differences between the performance of the robust and

nominal plans is less, but the robust plan still provides improvements over the nominal plan.

Table 3.3 provides more granular results for the performance of the nominal and robust plans with

respect to OAR dose. Vx is the fractional volume of the region of interest (ROI) that exceeds a dose of

x Gy. Max cc ≥ x Gy is the maximum volume in cubic centimeters of the ROI that is allowed to exceed

x Gy. The first row of the table shows the DVH criteria currently used at Princess Margaret Cancer

Center. The remaining rows show the DVH values corresponding to the robust plans for varying levels

of Γ. For this instance, we were able to design treatment plans that were within preferred clinical limits

using both the nominal and robust models.

Clinical

0Γmax

0.1Γmax

0.2Γmax

0.3Γmax

0.4Γmax

0.5Γmax

0.6Γmax

0.7Γmax

0.8Γmax

0.9Γmax

Γmax

Lung

Mean (Gy) V5 V10 V20

18 0.5 0.4 0.3

7.62 0.21 0.16 0.11

7.78 0.21 0.16 0.12

8.32 0.25 0.18 0.12

8.55 0.26 0.19 0.13

8.84 0.28 0.21 0.13

8.90 0.28 0.21 0.14

8.90 0.28 0.21 0.14

8.90 0.28 0.21 0.14

8.90 0.28 0.21 0.14

8.90 0.28 0.21 0.14

8.90 0.28 0.21 0.14

Esophagus

V40 Max (Gy)

0.6 65

0.31 65.00

0.32 65.00

0.32 65.00

0.37 65.00

0.33 65.00

0.34 65.00

0.34 65.00

0.34 65.00

0.34 65.00

0.34 65.00

0.34 65.00

Spinal Canal

Max (Gy)

50

50.00

50.00

50.00

50.00

50.00

50.00

50.00

50.00

50.00

50.00

50.00

Heart

V40 cc ≥ 74

0.6 2

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

0.01 0.00

Table 3.3: Computed DVH metrics over varying Γ values

Figure 3.7 compares the DVH of the nominal plan to multiple robust plans (from Γ = 0.1Γmax to

Γ = Γmax). We can observe that the robust model delivers an increased dose to the lung and esophagus.

The heart DVH experiences little change between the nominal and robust plans. The spinal canal DVH

shows a decrease in higher dose volume but an increase in lower dose volume.

In general, there appears to be a trade-off between TCP and mean dose to the lung (Figure 3.8). The

x-axis is the mean dose to all OARs. The dose to the lung only changes with the value of Γ since the

optimization problem is solved with new parameters and not with each simulated realization of SUV.

The y-axis is the mean TCP value over all simulated realizations. As previously observed, there is an

increase in minimum TCP and decrease in variance as we increase the value of Γ. However, we also

increase the overall dose to the lung. Therefore, a robust plan does not come for free; we incur the

trade-off of increasing dose to the lung when we increase the conservativeness of the plan.
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Figure 3.5: Comparison of realized objective function values between nominal and robust plans
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Figure 3.6: Comparison of realized TCP values between nominal and robust plans
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Figure 3.7: Comparison of nominal and robust DVH. The dashed lines represent the DVH of the robust
solutions.

We can ascertain from Figure 3.9 that as we increase the value of Γ, the total sum of absolute

deviations from prescription dose decrease. The effect is more pronounced in the worst case uncertainty

scenario. Figure 3.10 shows that as we increase Γ, the maximum overdose increases. The effect is more

pronounced in the uniform uncertainty scenario. Figure 3.11 shows that as we increase Γ, the maximum

underdose decreases. The differences between the robust and nominal models are more apparent in the

worst case uncertainty scenario. From Figure 3.12 we can observe that the objective function acts as

a linear approximation for the nonlinear TCP function; they are inversely correlated. By limiting the

underdose and the maximum underdose we maximize the overall TCP.

3.3 Sensitivity analysis

In this section we conduct a sensitivity analysis on several free parameters in our biological models

and uncertainty interval. We investigate the effects of a simulated SUV being realized outside of the

uncertainty interval, increased clonogen density, increased cell proliferation rate, and a steeper SUV to

oxygen curve. In each analysis, we are mainly concerned with the effects of increased radioresistance

and how much the previous findings degrade as a result.

Despite accounting for a certain length of uncertain interval, there is always the chance that the true

SUV lies outside of the assumed range. We consider this situation by assuming that the length of the

half-interval has been multiplied by a factor of ε > 1. The true SUV of voxel i now lies in the range

[θi − εθ̂i, θi + εθ̂i]. The treatment planning model is still solved using the range with half-interval θ̂i.

However during simulation, the realized SUV will be selected from the wider range with half-interval εθ̂i.

We set ε = 1.25, which effectively means a half-interval length θ̂i = 0.75θi. Figure 3.13 and figure 3.14

compare the performance of the nominal and robust plans. Both plans experience increased degradation

of performance. However, despite being optimized using parameters from the smaller original range, the

robust plan experiences less degradation in performance than the nominal plan.

In our original formulation we assumed that the parameters Tp (potential cell doubling time) and
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Figure 3.8: Tradeoff curve between mean TCP and mean OAR dose. The color of the circle represents
a unique Γ value. The circle itself is the mean TCP value for that Γ value. The blue lines represent the
upper and lower bounds of the TCP for a particular Γ value.
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Figure 3.9: Sum of total dose deviations (over and under) from prescription dose
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Figure 3.10: Maximum overdose
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Figure 3.11: Maximum underdose
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Figure 3.12: Empirical relationship between objective function value and TCP. The color of the circle
represents a unique Γ value. The circle itself is the mean TCP value for that Γ value. The blue lines
represent the upper and lower bounds of the TCP for a particular Γ value.
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Figure 3.13: Comparison of realized objective function values between nominal and robust plans, ε = 1.25
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Figure 3.14: Comparison of realized TCP values between nominal and robust plans, ε = 1.25
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ρ (clonogen density) were static with values of 3 days and 107 clonogens/cm
3
, respectively. While we

did not account for variation from these point values explicitly, we performed a sensitivity analysis to

investigate the robustness of the models to their uncertainty.

From Figure 3.15, we can observe that the mean TCP of both the robust and nominal plans is reduced

in the uniform and the worst case uncertainty scenarios when the clonogen density ρ is 25% higher than

estimated. From Figure 3.16, we can observe that the mean TCP of both the robust and nominal plans

is reduced in the uniform and the worst case uncertainty scenarios, when the potential cell doubling

time Tp is 25% shorter. The sensitivity of the solutions to Tp is higher than ρ or ε. The robust does

not degrade as much as the nominal. Being robust against one type of uncertainty, SUV, has provided

some protection against uncertainty in other parameters. This is because regardless of the source of

uncertainty, the downstream effect is all combined into the prescription dose. Since being robust against

SUV uncertainty provides protection against an increase in the prescription dose, this would also provide

some protection against a higher increase in prescription dose due to some other unconsidered source of

uncertainty.

Since the relation between SUV and O2 was merely theoretical, we also investigated the sensitivity of

the plans against the uncertainty in the conversion function. We set the parameter φ1 to be 0.75 of the

original value of φ1. We can observe in Figure 3.17 that the nominal model suffers a large degredation

under both the uniform and worst case uncertainty scenarios and the robust model does not degrade as

much as the nominal.

3.4 Discussion

While the range of the robust plans have an improved lower bound over the nominal plan, the distribution

of the nominal plan’s TCP values under the uniform uncertainty scenario are similar to that of the robust

plans in Figure 3.6a. It is only under the worst case uncertainty scenario in Figure 3.6b that the robust

plan is more clearly differentiated from the nominal plan. Since under the uniform uncertainty scenario

we expect SUV to be below their nominal values half the time, this should improve the TCP for a

constant dose distribution.

Figure 3.17 we can observe that the resultant TCP values experience a much larger amount of

degradation when the SUV to oxygen conversion function is perturbed. However, the robust model still

performs relatively better than the nominal model in both the uniform and the worst case uncertainty

scenarios. This high sensitivity to the precise mathematical form of the conversion function emphasizes

the necessity of determining the relationship between a PET tracer and the required prescription dose.

Comparing Figure 3.6b and Figure 3.17b under the worst case uncertainty scenarios, we can observe

that there exists a robust solution which is somewhat comparable to the nominal model’s performance

under no uncertainty in its SUV to oxygen conversion function. This demonstrates the ability of the

robust solution to deal with sources of uncertainty which were not even accounted for originally.

The quality of the DVH is highly dependent on disease presentation. In certain patient cases, it may

be more difficult to redistribute dose to the target. The models shown in section 3.1.4 only considered

mean and max doses to the OAR. We were able to meet DVH constraints by adjusting the penalty given

to total OAR dose. Binary integer dose volume constraints were omitted to facilitate computational

efficiency. Linear approximations of dose volume constraints, such as minimizing mean upper tail dose

to OARs (CVaR) (Romeijn et al., 2003), could be included without increasing computational overhead
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Figure 3.15: Comparison of realized TCP values between nominal and robust plans, 1.25ρ
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Figure 3.16: Histogram of realized TCP values of nominal and robust plans, 0.75Tp
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Figure 3.17: Comparison of realized TCP values between nominal and robust plans, 0.75φ1
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by a substantial amount.

We can also observe the lack of change of the TCP histogram in Figure 3.6 with higher values of Γ.

Since the CTV includes part of the non-PET avid regions to account for microscopic disease extension,

some voxels have a nominal SUV as low as 0.0170. Even if this SUV doubled in value, it still would

have no effect on the prescribed dose according to the conversion functions in Figure 3.2. The robust

model prioritizes voxels with a high SUV, so the low SUV voxels are only incorporated at higher Γ

values. If the thresholding nature of the conversion functions were changed to a curve with a continuous

conversion from SUV to dose, we would expect a change to be present for all values of Γ, just that the

change becomes incrementally smaller as Γ increases.

The objective function used in both the nominal and robust models was a weighted sum of multiple

objective functions. The results are on the planner’s prioritization of the different objectives. Usually,

objective functions involving deviation from prescribed dose utilize quadratic penalties rather than linear

ones. However, we instead chose to use a simpler absolute deviation to keep the problem linear and reduce

computational load. Quadratic deviations from dose could also be modelled linearly using piecewise linear

functions as an approximation. Another consequence of using a dose deviation penalty function (linear or

nonlinear) is that it is only an approximation of the underlying TCP function. Therefore, an improvement

in the objective function under uncertainty may not always translate to an exact improvement in the

TCP value.

Despite there being no penalty on overdose, we can observe from Figure 3.9 that the total deviations

from prescription dose, whether overdose or underdose are reduced in the robust model.

While this study considered the effects of uncertainty in the presentation of the PET image, we

did not consider the effects of motion on the delivery of the dose. Delivery of a heterogeneous dose

prescription in the presence of tumor motion can drastically alter the expected outcome of the planned

treatment. Robust optimization has been applied to mitigate the effects of intrafraction tumor motion

(Chan et al., 2006) and interfraction tumor motion (Chu et al., 2005; Olafsson and Wright, 2006) on a

uniform tumor dose.

3.5 Partial volume effect simulation

The previous sections investigated more mathematically abstract realizations of uncertainty. In the

uniform and worst case uncertainty scenarios a change in SUV could be realized anywhere in the CTV

structure. We basically assumed that each voxel changes independently from each other. We will now

consider an uncertainty scenario that is more biologically realistic. The PVE is a source of uncertainty

which distorts the values observed in the PET scan. It actually refers to two separate imaging issues.

The first is the finite spatial resolution of the imaging system, which introduces blurring into the image.

Some of the SUV can be though of as “spilling out” into neighbouring regions, thereby changing the

nominal number of clonogens. The second is image sampling or the tissue fraction effect. Since the image

is discretized into voxels, some voxels will contain tissues from different ROIs and the resultant intensity

is the mean of the intensities of the different tissues. Overall, PVE decreases the values observed in the

image (Soret et al., 2007). PVE has been shown to have a maximum effect on the observed image of

−30%, i.e. the true SUV is supposed to be 30% higher than observed near the edges (Boellaard, 2009).

We attempt to simulate the PVE as follows. We consider the PTV to be composed of 7 nested

shells each of 4 mm thickness. We assume the outermost shell will have the highest uncertainty due
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Shell
1 2 3 4 5 6 7

Half-interval size 0.3θi 0.25θi 0.2θi 0.15θi 0.1θi 0.05θi 0.05θi

Table 3.4: Size of the uncertainty half-interval for shells. Shell 1 is the outermost shell. Shell 7 is the
innermost shell.

to its proximity to neighbouring non-target structures. The uncertainty decreases as we move from

the outermost shell to the innermost shell. Table 3.4 outlines the size of the uncertainty half-interval.

We only considered voxels potentially increasing in SUV. The simulation begins by choosing a random

number of voxels to realize a change from their nominal SUV. The voxels on the outermost ring will be

selected first until there are no more voxels in that ring from which to choose. Then the simulation will

begin to select voxels on the next outermost ring to realize a change; this continues until the specified

number of voxels to realize a change have been selected. Figure 3.18 shows the distributions of nominal

SUV and prescription dose across the different shells in the PVE simulations. As we move from the

outermost shell (Shell 1) to the innermost (Shell 7), we can observe an increase in the mean SUV and

prescription dose.

From Figure 3.19 we can observe that the robust model still shows improvements in the mean

and variance for both the objective function value and TCP. The simulations involving PVE used a

maximum half-interval width of 0.3θi, while the abstract simulations used a half-interval width of 0.6θi.

If we compare Figure 3.19a and Figure 3.6b, we can observe that the distribution of TCP has actually

shifted to the left in the simulations involving PVE. This means that despite a smaller half-interval of

uncertainty, the nominal and robust models performed relatively worse in the PVE simulations than in

the abstract simulations. Based on the PVE simulation, areas on the outermost shell will have lower

SUV but will experience the highest fractional deviation from their nominal SUV, while the areas on the

inner shells will have higher SUV, but will experience proportionally less deviation. But a larger fraction

of a smaller number could be potentially less than a small fraction of a larger number. Therefore, the

model could still select the innermost voxels to protect against first, while the outermost voxels will

experience a change first. At a high level, the protection of the robust model would effectively begin

from inside and move outwards, while the realization of uncertainty would begin from the outside and

move inwards. This inverted relationship between the robust model and the simulation could cause this

degradation in performance.

From Figure 3.19a we can observe that lower values of Γ have a higher TCP than a higher value of Γ.

A lower value of Γ having a better distribution of TCP initially seems inconsistent with the goal of the

protection parameter. Intuitively, a higher protection parameter value should offer better TCP values

in the face of uncertainty. However, the objective function is simply a linear approximation of the true

objective which we are trying to optimize, TCP. The model is in fact, performing as expected as seen in

Figure 3.19b, with increasing levels of protection resulting in improved realized objective function values

despite the presence of uncertainty.
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(a) Distribution of nominal SUV in PVE simulations
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(b) Distribution of nominal prescription dose in PVE simulations

Figure 3.18: PVE simulation distributions. Shell 1 is the outermost shell and Shell 7 is the innermost
shell.
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Figure 3.19: Worst case uncertainty under partial volume effect



Chapter 4

Lung cancer response classification

using pattern recognition

In this chapter, we apply machine learning techniques to predict patient response based on PET scans.

The contributions of this chapter are as follows.

1. We compare the performance of different classifiers and feature selection and extraction methods

using a PET dataset.

2. We investigate the usefulness of using a more detailed 4D gated PET/CT dataset.

This chapter is organized as follows. Section 4.1 describes the dataset, feature selection/extraction

algorithms, and classifiers. Section 4.2 describes the results obtained from our classification experiments.

Section 4.3 discusses the results.

4.1 Methods and Materials

This section describes the patient data, feature selection and extraction methods, and classifiers to be

investigated.

4.1.1 Data

The data used in this study was provided by collaborators at Toronto’s Princess Margaret Cancer Center.

Raw 4D FDG-PET/CT images and tumour contours were exported from the hospital’s clinical treatment

planning system, Pinnacle, using the digital imaging and communications in medicine (DICOM) format.

The data was then imported into the Computational Environment for Radiotherapy Research (CERR),

a MATLAB-based research tool (Deasy et al., 2003). The PET scanner had a slice resolution of 3.9 x

3.9 mm / pixel and a slice thickness of 2 mm. Raw PET scanner values were converted to SUV.

The ROI in this study was taken to be the gross tumour volume (GTV). The primary GTV and

nodal (spread of cancer to regional lymph nodes) GTV were treated as separate ROIs. A total of 62

tumors from 31 patients were analyzed in this study. A number of patients and tumours were removed

due to inability to determine response and issues with contours. In the end, a total of 41 tumours were

considered as the data set. From these 41 tumors, there were 36 that responded to treatment and 5 that

38
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did not respond to treatment. We will refer to each of these 41 tumors as examples. At most 2 examples

can come from a single patient.

Each site of primary and nodal disease was evaluated by a physician to determine response to radio-

therapy. This classification was performed by a physician under the EORTC response criteria (Young

et al., 1999). The EORTC criteria are as follows: complete metabolic response (CMR), partial metabolic

response (PMR), progressive metabolic disease (PMD), and stable metabolic disease (SMD). A group-

ing was performed on the 4 EORTC response criteria to obtain a binary classification of response to

treatment. The criteria CMR and PMR were considered as “response to treatment”. The criteria PMD

and SMD were considered as “non-response to treatment”. This thresholding was performed due to the

small sample size from each group, so that we could convert 4 small groups into 2 larger groups.

4.1.2 Features

Each patient used in this study had scans taken at 5 different intervals of the treatment process. The

first was taken pre-treatment. The next 3 were taken during radiotherapy, with each set of scans being

taken approximately 2 weeks apart. The final scan was then conducted approximately 3 months after

radiotherapy was completed. Since the tumour is located in the lung, breathing motion results in a

blurred image. Therefore, each set of 5 scans were taken at both exhale and inhale phases of breathing.

However, only the features taken from exhale scans were used, since usually the majority of the patient’s

breathing is located at exhale and this results in less blurring of the PET image than an averaged scan.

The following is a list describing the complete feature set.

• IVH Vx: Interpretation of a time-series dataset of 3-dimensional images is difficult and would

be prone to overfitting due to the high dimensionality, therefore the intensity volume histogram

(IVH) is used to reduce the complexity of 3-dimensional image to a single curve. A sample IVH

is shown in Figure 4.1. The x-axis is the SUV signal and the y-axis is the fractional volume. This

curve represents the fractional volume of the region of interest (ROI) having an SUV of at least

x% of SUVmax (Vx). We discretized the IVH into 100 bins of length 1, so each bin covers 1% of

the overall range. Therefore, the IVH data contains V1 to V100.

• Max SUV: The maximum SUV for that scan.

• Mean SUV: The mean SUV for that scan.

• Median SUV: The median SUV for that scan.

• Peak SUV: The 95th percentile of SUV for that scan. This value should be less susceptible to

image noise than the max SUV.

• Volume: Volume of the GTV for that scan.

• V1.5SUV: Volume with SUV greater than 1.5 for that scan.

• V2SUV: Volume with SUV greater than 2 for that scan.

• V2.5SUV: Volume with SUV greater than 2.5 for that scan.

• V5SUV: Volume with SUV greater than 5 for that scan.
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Figure 4.1: Intensity volume histograms (IVH) demonstrating the shrinking of metabolically active
tumor volume over the course of treatment

• V3SUV: Volume with SUV greater than 3 for that scan.

• V50pSUV: Volume with SUV greater than 50% of the Scan 1 peak SUV.

• Max50pSUV: Volume with SUV greater than 50% of the Scan 1 max SUV.

• V50pWSUV: Volume with SUV greater than 50% of the peak SUV for that scan.

The original number of features for all 5 scans combined was 565. However, this only provided us

with 18 examples since for a number of patients the final scan data was unavailable. Therefore it was

decided to ignore the final scan as a trade off for incorporating more examples into the already small

dataset. The final number of features for 4 scans was 452. This resulted in 41 examples. Intuitively, this

should not impact the results too much, since the benefits of predicting patient response are realized the

earlier you can make an accurate prediction. Making a prediction based on the subsequent scans leaves

less room for any adaptive measures to be taken.

4.1.3 Preprocessing

Prior to actually training any classifier on the feature set, the data was preprocessed in order to minimize

the effects of large absolute values of any one feature on the learning algorithm. This consisted of

standardizing the data by subtracting the mean of each feature and dividing by its variance. The

standardized data was then scaled to be within the range [0, 1] for each feature.
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4.1.4 Mathematical Notation

Here we introduce the notation which will be used in the sections hereafter. An example refers to a

tumor, whether it be a primary or nodal tumor from any patient. At most 2 examples can come from

1 patient. Let each example be indexed by i ∈ M . Let each feature (dimension of each example) be

indexed by j ∈ N . Let xi be the feature vector for example i. Let xij be feature j of example i and yi

be the class of example i. Let yi be the label of example i. A label of 1 corresponds to a responder and

a label of -1 corresponds to a non-responder.

4.1.5 Feature selection and extraction

Due to the large dimensionality of the feature space in comparison to the number of data points available,

we investigate a number of methods of selecting relevant features or extracting transformed features from

the original features space to construct subsets of features which are more conducive to generalization

(Guyon, 2006). We compare 3 different methods: feature selection through Spearman’s rank correlation

coefficient, recursive feature elimination, and principal components analysis.

Spearman’s rank correlation coefficient

Spearman’s rank correlation coefficient ρ is the Pearson correlation coefficient between the ranked vari-

ables. ρj for a given feature j is calculated as follows (Corder and Foreman, 2009).

ρj =

∑
i∈M (xrij − x̄rj)(yri − ȳr)√∑

i∈M (xrij − x̄rj)2
∑
i∈M (yri − ȳr)2

(4.1.1)

The raw values of xj and yi are given a rank xrij and yri based on their position in ascending order.

Rather than a linear assumption of the relationship between variables, the Spearman rank correlation

coefficient is a nonparametric measure and only models the relationship as a monotonic function. We

use the Spearman rank corelation coefficient and its p-value in a univariate feature selection method

described in Algorithm 4.1. This method evaluates each feature independently of others and does not

consider interaction between features.

Algorithm 4.1 Univariate feature selection algorithm

Require: Features and labels for each example
1: for feature in data do
2: Calculate its Spearman ρ and p−value
3: end for
4: for feature in data do
5: Add feature into feature set with next highest |ρj |
6: Train a classifier on feature set
7: Conduct LOOCV using trained classifier
8: end for
9: Select feature subset with the highest LOOCV accuracy

10: if Multiple feature subsets are tied then
11: Select feature subset with smallest number of features
12: end if
13: return Best feature subset
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Recursive feature elimination

Recursive feature elimination utilizes the linear SVM shown in Equation 4.1.2 to fit an initial model

and removes features with the smallest absolute weight value. After each model has been fitted, its

cross-validation error is measured.

min
w

1

2
wTw + C

∑
i∈M

max(0, 1− yiwTxi)
2 (4.1.2)

A backwards elimination search was performed over the feature space rather than stopping when the

cross-validation accuracy decreased. The feature subset with the highest cross-validation accuracy was

selected. If multiple subsets of features were tied for highest cross-validation accuracy, then the subset

with the smallest number of features was chosen.

Algorithm 4.2 RFE Algorithm

Require: Features and labels for each example
1: for feature in data do
2: Train a linear SVM classifier on feature set
3: Conduct LOOCV using trained classifier
4: Remove feature from feature set with the lowest weight wj
5: end for
6: Select feature subset with the highest LOOCV accuracy
7: if Multiple feature subsets are tied then
8: Select feature subset with smallest number of features
9: end if

10: return Best feature subset

Table 4.1 summarizes the list of features, their Spearman’s rank correlation coefficient, and p-value.

Here we omit showing Vx values not divisible by 10 for the sake of brevity.

PCA

Principal components analysis (PCA) is used as a method to reduce the dimensionality of the feature

space (Jolliffe, 1986). It attempts to represent the high dimensional space D as a linear projection

onto C lower dimensions, where C << D. Each of these dimensions in C are orthogonal to each other

and are known as the principal components. PCA has the property that the principal components

are ordered so that the first principal component explains the maximum variance in the original data,

with each subsequent orthogonal principal component accounting for less and less variance in the data.

Algorithm 4.3 (Smith, 2002) describes the integration of PCA within a feature extractor.

4.1.6 Unbalanced class distribution

The fraction of non-responding examples in the dataset was only 5
41 = 0.12. In order to compensate

for a small class size of non-responders, this class was oversampled to obtain a larger minority class

distribution. Oversampling of the minority class is one of the most common methods to deal with an

underrepresented class size (Van Hulse et al., 2007).
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Spearman’s ρ p-value
Feature Scan 1 Scan 2 Scan 3 Scan 4 Scan 1 Scan 2 Scan 3 Scan 4

V10 -0.0315 -0.0189 -0.0189 -0.0756 0.8450 0.9066 0.9066 0.6385
V20 -0.0693 -0.0504 -0.0504 -0.1575 0.6668 0.7544 0.7544 0.3254
V30 -0.1260 -0.1197 -0.0756 -0.2331 0.4325 0.4560 0.6385 0.1425
V40 -0.1953 -0.1701 -0.1008 -0.1701 0.2211 0.2877 0.5306 0.2877
V50 -0.2331 -0.2079 -0.1638 -0.1197 0.1425 0.1922 0.3062 0.4560
V60 -0.2457 -0.2520 -0.1764 -0.1323 0.1216 0.1120 0.2700 0.4097
V70 -0.2457 -0.2205 -0.2079 -0.0945 0.1216 0.1660 0.1922 0.5568
V80 -0.2142 -0.1953 -0.1764 -0.0756 0.1787 0.2211 0.2700 0.6385
V90 -0.1890 -0.0882 -0.1953 -0.0567 0.2367 0.5835 0.2211 0.7248

Max SUV -0.1512 -0.2142 -0.0945 0.1071 0.3454 0.1787 0.5568 0.5051
Mean SUV -0.2205 -0.2709 -0.2520 -0.1197 0.1660 0.0867 0.1120 0.4560

Median SUV -0.2079 -0.2457 -0.1575 -0.0693 0.1922 0.1216 0.3254 0.6668
Peak SUV -0.1638 -0.2394 -0.1890 -0.0126 0.3062 0.1317 0.2367 0.9377

Volume -0.0063 -0.0378 -0.0063 -0.0630 0.9688 0.8145 0.9688 0.6956
V1p5SUV -0.0756 -0.1354 -0.1386 -0.1764 0.6385 0.3985 0.3875 0.2700
V2SUV -0.0945 -0.1858 -0.1701 -0.1165 0.5568 0.2447 0.2877 0.4681

V2p5SUV -0.1197 -0.1921 -0.1796 -0.0536 0.4560 0.2288 0.2611 0.7391
V5SUV -0.1733 -0.2625 -0.2500 0.0931 0.2785 0.0973 0.1149 0.5626
V3SUV -0.1386 -0.2110 -0.1900 -0.0159 0.3875 0.1853 0.2341 0.9216

V50pSUV -0.2331 -0.2902 -0.0948 0.1438 0.1425 0.0657 0.5553 0.3696
Max50pSUV -0.1512 -0.2142 -0.0945 0.1071 0.3454 0.1787 0.5568 0.5051
V50pWSUV -0.2331 -0.2079 -0.1638 -0.1197 0.1425 0.1922 0.3062 0.4560

Table 4.1: Features and their Spearman rank correlation coefficient and p-value

Algorithm 4.3 PCA Algorithm

Require: Features and labels for each example
1: for feature in data do
2: For each feature xj we subtract its mean x̄j .
3: end for
4: Calculate the empirical covariance matrix of x
5: Find the eigenvectors and eigenvalues of the covariance matrix.
6: Order the eigenvectors by the largest eigenvalue.
7: for feature in data do
8: Project the original onto the C eigenvectors with the C highest eigenvalues.
9: Train a classifier on the projected data

10: Conduct LOOCV using trained classifier
11: Increment C
12: end for
13: Select projected feature dimension C with the highest LOOCV accuracy
14: if Multiple projections are tied then
15: Select smallest projected feature dimension C
16: end if
17: return Best projected features for each example
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4.1.7 Bootstrap

Bootstrap aggregation (bagging) involves creating new sets of training data by sampling with replacement

from the original training data. With each set of training data, we train a classifier on it and make a

prediction on the testing data. We take all the predictions from the classifiers and take the class which

received the majority vote. In essence, we introduce a degree of randomness into the training data,

which has been shown to improve the classification accuracy of predictors when small perturbations in

the training set (Breiman, 1996). The randomness increases the diversity of the ensemble of classifiers.

However, there are tradeoffs between accuracy and diversity (Windeatt, 2008). Given the small size of the

dataset, changes in the dataset could result in large changes in the resulting classifier. We investigated

the effect of the size of the bootstrap training data on the cross-validation accuracy.

4.1.8 Classifiers

Logistic regression (LR)

The logistic function is defined as

f(z) =
1

1 + e−z
(4.1.3)

and only takes on values in the range [0, 1]. In order to utilize it in a classification algorithm, we replace

z with:

wTx + b. (4.1.4)

One can interpret wj as the weight of each feature xj . b is the initial bias term not related to any

feature. To fit the function to the training data, we minimize the log likelihood as our loss function.

Both L1 and L2 regularized models were investigated; their loss functions are described in Equation 4.1.5

and Equation 4.1.6, respectively:

L1: min
w

∑
j

|wj |+ C
∑
i∈M

log(1 + exp(−yiwTxi)) (4.1.5)

L2: min
w

1

2
wTw + C

∑
i∈M

log(1 + exp(−yiwTxi)) (4.1.6)

where wj is the learned weight of feature j, C is penalty parameter, xi is the feature vector for example

i, and yi is class of example i. L1 regularization tends to set a lot of weights to zero when compared to

L2 regularization. The LIBLINEAR library for MATLAB (Fan et al., 2008) was used to train and test

the logistic regression model.

Support vector machine (SVM)

Support vector machines find the linear separating hyperplane that provides the maximum margin

separation between 2 sets of data. Model 4.1.7 assumes that a linear separating hyperplane does exist.

However, if such a hyperplane does not exist, then Model 4.1.7 will be infeasible.
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min
w,b,ξ

1

2
wTw

s.t. yi(w
Txi + b) ≥ 1,

ξi ≥ 0.

(4.1.7)

To allow for the possibility of an imperfect (perhaps due to mislabelled data, or extreme outliers)

linear separating hyperplane we can use Model 4.1.8 (Cortes and Vapnik, 1995).

min
w,b,ξ

1

2
wTw + C

∑
i∈M

ξi

s.t. yi(w
Txi + b) ≥ 1− ξi,

ξi ≥ 0.

(4.1.8)

ξi is a slack variable which allows for incorrectly classified examples. C is the penalty associated with

incorrectly classifying the training data.

However, a linear separation in the input space may not be the best representation of the different

classes. In order to obtain non-linear separation between the classes, we use the kernel trick (Boser

et al., 1992). This will transform the original feature space and we fit a linear separating hyperplane in a

higher dimensional space. The resulting separation in the original feature space can then be a nonlinear

separation. The LIBSVM library for MATLAB Chang and Lin (2011) was used to train and test the

SVM model.

4.1.9 Algorithm

Since the dataset is so small, we perform leave-one-out cross-validation in order to train our classifiers

on as many data points as possible (Bishop and Nasrabadi, 2006). Algorithm 4.4 describes the overall

algorithm we used.

Algorithm 4.4 Overall leave-one-out cross-validation algorithm

Require: Features and labels for each example
1: for example in data do
2: Set aside example as testing data test
3: Oversample minority class
4: Select relevant features or transform features
5: for number of bootstraps do
6: Sample with replacement from training data to get bootstrapped training data
7: Train a classifier on bootstrapped training data
8: Predict class of test
9: end for

10: Average predictions from each classifier trained on their bootstrapped data
11: end for
12: Average accuracy rate on each example to obtain LOOCV accuracy
13: Take features were selected by the most classifiers
14: return LOOCV for classifier
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Classifier Num Scans Maj./Min. Num bootstrap Feat. selection CV Acc.

L2-reg LR - - - - 0.878
L1-reg LR - - - - 0.878

Linear SVM 1 3 10 Spearman 0.9268
Radial basis kernel SVM 2 3 80 Spearman 0.9024

Table 4.2: Best identified hyperparameter settings for a given classifier. Dashes in the settings represent
classifiers which were unable to outperform the naive classifier; many different setting combinations
resulted in the same accuracy. Maj./Min. represents the fraction of majority class to minority class.

4.2 Results

Consider a naive classifier that only bases its decision on the majority class within the training set. This

naive classifer would obtain a CV accuracy of 36
41 = 0.878. Any classification algorithm needs to exceed

this CV accuracy in order to be of any use. Appendix A contains a complete list of all combinations

of experiments performed. Here we present only the results which were able to outperform the naive

classifier for the sake of brevity.

The L1-regularized and L2-regularized logistic regression classifiers were unable to outperform the

naive classifier; at most they matched the naive classifier’s performance. The logistic regression based

classifiers appeared to be sensitive to the degree of minority oversampling.

The SVM-based classifiers were able to outperform the naive classifer. The linear SVM was able

to achieve a maximum CV accuracy of 0.9268, while the SVM using the radial basis function as its

kernel function was able to achieve a maximum CV accuracy of 0.9024. The CV accuracy of 0.9268 for

the linear SVM is actually the accuracy resulting from inverting the classifications made by the linear

SVM. The original linear SVM classifer was actually a poor performer, but by inverting its decisions we

can construct a classifier that performs better than the other classifiers. This inversion creates a good

classifier because this is only a binary classification problem; if a classifier predicted every test case as

the opposite of the true label, inverting the prediction should provide perfect accuracy. We can extend

this logic to classifiers that perform poorly to construct better classifiers. The SVM-based classifiers

were more stable across different degrees of oversampling. Table 4.2 shows the hyperparameter settings

used to obtain the highest CV accuracy.

From Figure 4.2 we can observe that incorporating more bootstrap samples appeared to improve

performance. Using only a single training set resulted in generally reduced performance.

Using PCA as a feature extraction method did not improve the performance of any of the classifiers.

RFE and the Spearman’s rank correlation-based feature selection methods were able to select feature

subsets that performed better than the naive classifier. The majority of instances where the trained

classifier performed better than the naive case utilized the Spearman rank correlation based feature

selection method.

Since the feature selection algorithm is embedded within each training-testing split of the LOOCV,

each split potentially has a different set of features selected. It is in clinical interests to identify a set of

features which are predictive of patient response. Since the feature subsets are different in each split, we

adopt a frequency approach to feature selection similar to Baek et al. (2009). Feature selection through

this type of frequency approach has been shown to result in more stable feature sets. We select the

features based on their frequency occurrence across all different training-testing splits of the dataset.
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Figure 4.2: Distribution of CV accuracy at different levels of bootstrap sampling

Figure 4.3 shows the histogram of the frequency of each feature from the linear SVM. The top 10 most

frequent features were V69, V70, V71, V72, V48, V49, V50, V51, and V53.

4.3 Discussion

Despite considering each feature to add independently of the others, the forward Spearman-based feature

selector performed better than the backwards RFE feature selector. This suggests that the univariate ad-

dition of features and the assumption of independent features is not a large detriment to the performance

of the classifier.

The small sample size of the data could have led to reduced classifier performance. We modified the

original dataset by treating primary and nodal targets the same. This was done in order to increase the

amount of usable data. In the original data set, each patient could have a primary target, nodal target,

or both. Each target has its own response label associated with it. Due to the small amount of sample

data, we were forced to treat the primary target and nodal targets as examples of the underlying source

data. In reality, primary targets and nodal targets behave differently. This confounding effect could have

contributed to the degradation of classifier performance. Also, the generality of our results depends on if

the distribution of response of the true patient population is similar to this sample of patients. LOOCV is

also known to possess high variance in its estimated performance (Efron and Tibshirani, 1997), therefore

a method with a better estimated performance may not actually perform better in reality.

When the linear SVM classifier was presented with more features from which to construct a feature

subset, the overall performance seems to degrade. This could be due to overfitting on the training data
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Figure 4.3: Frequency of each feature in Scan 1 for linear SVM

and resulting in misclassification. A larger dataset may allow for better use of additional features and

their inherent relationships.

The list of most common features suggests that the IVH holds prognostic value in predicting patient

response. However, it appears that within these high frequency features are sequences of highly related

features. This could just be a result of the way the IVH has been discretized. If we decided use a coarser

discretization of the IVH, for example at every 10th value only, we would obtain another set of most

frequent features.



Chapter 5

Conclusions and future work

In this thesis, we investigated methods of incorporating FDG-PET data into the treatment planning

process. We considered its use in the fluence map optimization problem to design biologically-guided

treatment plans, and also its prognostic value in predicting patient response to treatment.

The field of radiation oncology is moving towards a more patient-specific era of treatment. With the

advent of IMRT, clinicians were able to design treatment plans that sculpted the dose to each patient’s

unique anatomy. And now with the use of PET, clinicians have yet another way to tailor their treatments

for each individual patient. Combining the prognostic capability of PET with biologically-guided IMRT

could introduce promising ways to adapt to the patient’s changing functional activity throughout the

course of treatment. For instance, it would be the ideal situation if we were able to predict the progression

of a tumor at any stage of the treatment process based on PET imaging data. We then use this biological

data to inform the optimal prescription dose and then try to deliver that dose and then update our beliefs

on the progression of the tumor for the next time step. This biologically adaptive treatment planning

could allow the treatments to be even more customized for patients since indicators of tumor biology

are taken into account.

Robust biologically-guided intensity-modulated radiation ther-

apy

In this thesis, we developed a robust optimization framework for biologically-guided IMRT. We demon-

strate its effectiveness in the face of uncertainty with respect to the SUV observed in the original PET

image which then translates to uncertainty in the prescription dose. We investigated abstract mathemat-

ical realizations of uncertainty and also a more realistic uncertainty scenario based on the partial volume

effect. In all of our simulations, the robust model outperformed the nominal model in both objective

function value and TCP value. Even if we adjust our assumed parameter values, the robust model was

still able to perform within reasonable limits, while the nominal model’s performance degraded rapidly.

For future work, this robust framework should be tested on more clinical patient data to further

validate the approach. Utilization of more realistic SUV to dose functions would improve the fidelity of

the work. We also did not consider sensitivity to the conversion function from oxygen to radiosensitivity

parameters.

This work did not consider the effects of intra-fraction or inter-fraction motion on the delivery of a
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highly heterogeneous dose. Successful delivery of a plan with potentially many sharp dose gradients in

different locations of the tumor relies on accurate targeting of the tumor.

Other tracers could provide more realistic spatial distributions of radioresistance. Our provided

dataset used FDG as its tracer and we assumed a relationship between FDG uptake and hypoxia to

obtain a map of radioresistance. However, other tracers such fluoromisonidazole (FMISO) and fluoroa-

zomycinarabinofuranoside (FAZA) are much more suitable for measuring hypoxia (Bentzen and Grégoire,

2011). Since our formulations optimize over deviations from prescription dose, switching to other tracers

or even other functional imaging modalities such as magnetic resonance imaging (MRI) or single photon

emission computed tomography (SPECT) would be simple. The only thing that would change would be

the conversion functions from image values to prescription dose.

All of this robust work was performed assuming a single planning instance at the start of treatment.

An promising direction for this work would be to incorporate the robust biological optimization with

an adaptive framework. One expects the SUV to change from scan to scan. By adapting to each scan,

it is hoped that we could tailor the treatment even better for the patient and potentially reduce the

requirement for higher doses as the treatment progresses and the patient condition improves. The fusion

of robust biological treatment planning and adaptive treatment planning would be an important step

closer to the goal of highly customized treatment planing for the individual.

Lung cancer response classification using pattern recognition

In this thesis, we applied machine learning algorithms to 4D gated PET-FDG/CT scans. We identified

classifiers which could outperform a naive classifier. We were able to perform well despite only using

the pre-treatment scan. In fact, it appears that too many scans may deteriorate the performance of the

classifier, possibly due to overfitting. Our work shows the potential of using machine learning algorithms

to predict patient response. This could hopefully lead to more adaptive treatment plans, where the

clinician would adapt the treatment based on the prediction provided at time t in the treatment.

For future work, collection of more data is paramount. Typically in machine learning, more data beats

a more complicated algorithm. With more data, we may be able to reduce the potential confounding

effect of grouping primary tumors and nodal tumors together.



Appendix A

Complete cross-validation accuracy

tables

The tables contained in this Appendix detail all the different combinations of hyperparameter settings

used in the patient response prediction experiments. Each table represents a given classifer and set of

scans. The decimal values are the resultant CV accuracy values. The column “Majority/Minority Ratio”

indicates if oversampling was performed, and if so to what degree. The original majority to minority

class ratio was 36
5 = 7.2. For example, a ratio value of 1 indicates that an additional 31 minority class

examples were replicated from the original 5 and added to the dataset.
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Feature Selection

Majority/Minority Ratio Num bootstrap PCA RFE SPEAR

Original

1 0.7317 0.7805 0.6829
10 0.878 0.878 0.8537
20 0.878 0.878 0.8537
40 0.878 0.878 0.8537
80 0.878 0.878 0.8537

4

1 0.561 0.6341 0.5854
10 0.6098 0.8049 0.7073
20 0.6098 0.8537 0.7073
40 0.561 0.8293 0.7561
80 0.5366 0.8293 0.7317

3

1 0.6341 0.7317 0.561
10 0.6341 0.7317 0.6585
20 0.6829 0.7805 0.5366
40 0.6341 0.878 0.6585
80 0.5122 0.8537 0.5854

2

1 0.6098 0.6098 0.561
10 0.561 0.6341 0.5366
20 0.561 0.7317 0.561
40 0.5366 0.7073 0.5122
80 0.5854 0.7561 0.5122

1

1 0.5366 0.5366 0.5122
10 0.6098 0.6098 0.5366
20 0.561 0.5122 0.7073
40 0.6341 0.6585 0.5854
80 0.5366 0.5366 0.5854

Table A.1: L2-regularized logistic regression, Scan 1
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.7317 0.7805 0.7317
10 0.878 0.878 0.878
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

4

1 0.5366 0.5366 0.7073
10 0.561 0.8537 0.7805
20 0.6585 0.7805 0.8293
40 0.6585 0.8293 0.878
80 0.6585 0.8049 0.878

3

1 0.6098 0.6829 0.6098
10 0.5366 0.6585 0.7561
20 0.561 0.6585 0.7805
40 0.5366 0.7805 0.7561
80 0.561 0.8293 0.8293

2

1 0.5366 0.5122 0.5366
10 0.6829 0.5366 0.6585
20 0.5122 0.561 0.5366
40 0.6585 0.6585 0.5366
80 0.7073 0.6098 0.5122

1

1 0.5122 0.5122 0.5854
10 0.5122 0.5854 0.5366
20 0.6098 0.5854 0.6829
40 0.5366 0.6829 0.5366
80 0.5854 0.5854 0.5366

Table A.2: L1-regularized logistic regression, Scan 1
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.8293 0.7317
10 0.878 0.878 0.7805
20 0.878 0.8537 0.7805
40 0.878 0.8537 0.7805
80 0.878 0.8537 0.8049

4

1 0.8049 0.5854 0.7805
10 0.8537 0.6585 0.8049
20 0.878 0.6585 0.8049
40 0.878 0.7073 0.8537
80 0.878 0.7073 0.8293

3

1 0.8293 0.561 0.8537
10 0.878 0.7073 0.9268
20 0.8537 0.6829 0.8537
40 0.878 0.7073 0.8293
80 0.8537 0.6585 0.8537

2

1 0.8537 0.6585 0.878
10 0.878 0.7561 0.9024
20 0.878 0.7805 0.878
40 0.878 0.8293 0.8537
80 0.878 0.8049 0.878

1

1 0.8293 0.6829 0.8293
10 0.8537 0.7805 0.8537
20 0.878 0.878 0.8537
40 0.878 0.878 0.8537
80 0.878 0.878 0.878

Table A.3: Linear SVM, Scan 1
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.878 0.8049
10 0.878 0.878 0.878
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

4

1 0.8293 0.878 0.6585
10 0.878 0.878 0.8293
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

3

1 0.878 0.8537 0.6098
10 0.878 0.878 0.8537
20 0.878 0.878 0.878
40 0.878 0.878 0.7073
80 0.878 0.878 0.6098

2

1 0.878 0.878 0.7561
10 0.878 0.878 0.7805
20 0.878 0.878 0.8537
40 0.878 0.878 0.8537
80 0.878 0.878 0.878

1

1 0.878 0.878 0.7317
10 0.878 0.878 0.6098
20 0.878 0.878 0.8293
40 0.878 0.878 0.7805
80 0.878 0.878 0.8293

Table A.4: Radial basis kernel SVM, Scan 1
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.7805 0.7317 0.7317
10 0.878 0.878 0.878
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

4

1 0.6098 0.6585 0.6341
10 0.5854 0.8293 0.6829
20 0.7317 0.8537 0.6341
40 0.6341 0.7805 0.6829
80 0.5122 0.8537 0.7317

3

1 0.5366 0.5854 0.561
10 0.6585 0.7073 0.5366
20 0.7317 0.7073 0.5122
40 0.7317 0.8293 0.561
80 0.6098 0.8293 0.6829

2

1 0.6098 0.5854 0.5122
10 0.7561 0.7561 0.6341
20 0.8537 0.7561 0.5122
40 0.878 0.8049 0.5122
80 0.8049 0.7073 0.5854

1

1 0.5366 0.5122 0.6098
10 0.5366 0.6829 0.561
20 0.5854 0.561 0.561
40 0.6098 0.5122 0.561
80 0.5122 0.5854 0.5854

Table A.5: L2-regularized logistic regression, Scan 1-2
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.7073 0.7317 0.7317
10 0.8293 0.878 0.878
20 0.7561 0.878 0.878
40 0.8293 0.878 0.878
80 0.7805 0.878 0.878

4

1 0.5366 0.6341 0.7317
10 0.561 0.8049 0.8537
20 0.6341 0.8293 0.7805
40 0.6829 0.8293 0.878
80 0.5122 0.8293 0.8537

3

1 0.5854 0.561 0.561
10 0.5122 0.6585 0.6829
20 0.6098 0.7561 0.7317
40 0.6341 0.8537 0.8537
80 0.5122 0.7805 0.8293

2

1 0.7317 0.5366 0.5854
10 0.7317 0.7561 0.5122
20 0.7317 0.6829 0.5854
40 0.8293 0.7805 0.6098
80 0.7805 0.6585 0.5854

1

1 0.5366 0.5854 0.5854
10 0.5366 0.7561 0.5122
20 0.5122 0.5366 0.5122
40 0.5122 0.5366 0.5122
80 0.6098 0.5122 0.5366

Table A.6: L1-regularized logistic regression, Scan 1-2
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.7073 0.7805
10 0.878 0.7073 0.8293
20 0.878 0.8293 0.8049
40 0.878 0.7805 0.8537
80 0.878 0.9024 0.8537

4

1 0.8537 0.6585 0.878
10 0.878 0.7073 0.8049
20 0.878 0.7073 0.9024
40 0.878 0.5854 0.8537
80 0.878 0.6098 0.8537

3

1 0.7317 0.5366 0.7317
10 0.878 0.7073 0.878
20 0.878 0.6585 0.878
40 0.878 0.6585 0.8049
80 0.878 0.6585 0.8049

2

1 0.7805 0.5122 0.6341
10 0.878 0.6829 0.8537
20 0.878 0.7561 0.8293
40 0.878 0.7317 0.8537
80 0.8537 0.7561 0.9024

1

1 0.7317 0.6585 0.7317
10 0.8537 0.8537 0.8537
20 0.8537 0.8293 0.8537
40 0.8537 0.8537 0.878
80 0.878 0.8537 0.8537

Table A.7: Linear SVM, Scan 1-2
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.878 0.7561
10 0.878 0.878 0.8293
20 0.878 0.878 0.8293
40 0.878 0.878 0.8537
80 0.878 0.878 0.8537

4

1 0.878 0.878 0.878
10 0.878 0.878 0.878
20 0.878 0.878 0.561
40 0.878 0.878 0.8537
80 0.878 0.878 0.878

3

1 0.878 0.878 0.878
10 0.878 0.878 0.878
20 0.878 0.878 0.8293
40 0.878 0.878 0.8049
80 0.878 0.878 0.9024

2

1 0.878 0.8537 0.8049
10 0.878 0.878 0.8537
20 0.878 0.878 0.7317
40 0.878 0.878 0.8537
80 0.878 0.878 0.8049

1

1 0.878 0.8537 0.5122
10 0.878 0.878 0.5366
20 0.878 0.878 0.6585
40 0.878 0.878 0.6341
80 0.878 0.878 0.7561

Table A.8: Radial basis kernel SVM, Scan 1-2
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.8049 0.7317 0.8049
10 0.878 0.878 0.878
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

4

1 0.6098 0.6341 0.5366
10 0.6341 0.8293 0.7805
20 0.5366 0.8537 0.7073
40 0.5854 0.878 0.7561
80 0.6341 0.8293 0.7805

3

1 0.6098 0.5366 0.6829
10 0.6098 0.8293 0.6341
20 0.5122 0.8049 0.7317
40 0.5366 0.8293 0.6098
80 0.5366 0.8537 0.6098

2

1 0.5366 0.5854 0.5854
10 0.6585 0.7805 0.6098
20 0.6098 0.7317 0.5366
40 0.5366 0.7317 0.561
80 0.5122 0.7317 0.5122

1

1 0.5122 0.5122 0.5366
10 0.6098 0.5122 0.5122
20 0.5122 0.5366 0.5122
40 0.6585 0.5366 0.5122
80 0.5122 0.5122 0.6585

Table A.9: L2-regularized logistic regression, Scan 1-3
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.8049 0.7561 0.8049
10 0.878 0.8537 0.878
20 0.878 0.8537 0.878
40 0.878 0.8537 0.878
80 0.878 0.8537 0.878

4

1 0.5366 0.6341 0.6829
10 0.7805 0.8049 0.7805
20 0.6585 0.7805 0.8537
40 0.6829 0.8537 0.878
80 0.6585 0.8049 0.8293

3

1 0.6829 0.6098 0.6341
10 0.7317 0.7805 0.7805
20 0.6341 0.7561 0.6829
40 0.7073 0.8049 0.7805
80 0.5854 0.8537 0.8293

2

1 0.5122 0.7073 0.5366
10 0.561 0.6585 0.5122
20 0.5366 0.7073 0.6098
40 0.6829 0.7317 0.5854
80 0.5122 0.7073 0.6341

1

1 0.5122 0.5122 0.561
10 0.5366 0.5854 0.561
20 0.5122 0.5366 0.7073
40 0.5366 0.5366 0.5854
80 0.5122 0.5366 0.5122

Table A.10: L1-regularized logistic regression, Scan 1-3
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.7073 0.8537
10 0.878 0.7805 0.8537
20 0.878 0.7073 0.8293
40 0.878 0.7317 0.8049
80 0.878 0.7561 0.8537

4

1 0.8049 0.5122 0.6098
10 0.7561 0.7805 0.7073
20 0.8293 0.7073 0.7561
40 0.8049 0.7561 0.8293
80 0.7561 0.7805 0.7317

3

1 0.7561 0.6829 0.5122
10 0.7805 0.5854 0.7317
20 0.8049 0.6341 0.7073
40 0.8537 0.7561 0.7805
80 0.7805 0.8049 0.7317

2

1 0.7073 0.6098 0.6829
10 0.8293 0.7073 0.7073
20 0.8049 0.7805 0.7561
40 0.8293 0.6829 0.7805
80 0.8293 0.8537 0.7317

1

1 0.7561 0.6341 0.5854
10 0.878 0.7805 0.8537
20 0.878 0.8049 0.8537
40 0.878 0.8537 0.7805
80 0.878 0.878 0.878

Table A.11: Linear SVM, Scan 1-3
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.878 0.7561
10 0.878 0.878 0.8049
20 0.878 0.878 0.8537
40 0.878 0.878 0.878
80 0.878 0.878 0.8537

4

1 0.878 0.878 0.6341
10 0.878 0.878 0.7561
20 0.878 0.878 0.6098
40 0.878 0.878 0.6341
80 0.878 0.878 0.878

3

1 0.878 0.878 0.8049
10 0.878 0.878 0.7317
20 0.878 0.878 0.7561
40 0.878 0.878 0.878
80 0.878 0.878 0.878

2

1 0.878 0.878 0.7073
10 0.878 0.878 0.7317
20 0.878 0.878 0.7317
40 0.878 0.878 0.878
80 0.878 0.878 0.8537

1

1 0.878 0.878 0.561
10 0.878 0.878 0.6341
20 0.878 0.878 0.561
40 0.878 0.878 0.6829
80 0.878 0.878 0.7073

Table A.12: Radial basis kernel SVM, Scan 1-3



Appendix A. Complete cross-validation accuracy tables 64

Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.7805 0.6829 0.7805
10 0.878 0.878 0.878
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

4

1 0.5854 0.6585 0.6341
10 0.6585 0.8293 0.7073
20 0.6829 0.8293 0.7317
40 0.6829 0.8537 0.7317
80 0.6341 0.8537 0.6585

3

1 0.561 0.7073 0.6341
10 0.5854 0.8293 0.5854
20 0.6098 0.8537 0.6829
40 0.6341 0.8293 0.6098
80 0.6341 0.8537 0.6341

2

1 0.5122 0.6341 0.5366
10 0.6585 0.6585 0.5854
20 0.7317 0.7317 0.561
40 0.7561 0.7317 0.7073
80 0.7073 0.8049 0.5854

1

1 0.561 0.5366 0.5366
10 0.561 0.6098 0.5854
20 0.5854 0.561 0.6098
40 0.5854 0.5122 0.6585
80 0.6098 0.6098 0.6341

Table A.13: L2-regularized logistic regression, Scan 1-4



Appendix A. Complete cross-validation accuracy tables 65

Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.7805 0.6341 0.7805
10 0.878 0.8537 0.878
20 0.878 0.878 0.878
40 0.878 0.878 0.878
80 0.878 0.878 0.878

4

1 0.5366 0.6098 0.7561
10 0.5854 0.8049 0.7561
20 0.561 0.8537 0.8293
40 0.6829 0.8293 0.8293
80 0.5122 0.878 0.8537

3

1 0.6341 0.6829 0.7317
10 0.5854 0.7805 0.7317
20 0.6341 0.878 0.7805
40 0.6098 0.8293 0.7805
80 0.5122 0.8049 0.8049

2

1 0.5854 0.6098 0.5366
10 0.561 0.6341 0.5854
20 0.6585 0.7561 0.5366
40 0.6585 0.7561 0.5122
80 0.7073 0.7561 0.561

1

1 0.5366 0.5122 0.561
10 0.561 0.5854 0.6829
20 0.6829 0.5854 0.561
40 0.5122 0.5122 0.5854
80 0.5366 0.6585 0.5854

Table A.14: L1-regularized logistic regression, Scan 1-4
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.6098 0.8049
10 0.878 0.6585 0.8537
20 0.878 0.7317 0.8049
40 0.878 0.7073 0.8049
80 0.878 0.7805 0.7805

4

1 0.8049 0.6341 0.6098
10 0.8537 0.8049 0.7073
20 0.8537 0.9024 0.8293
40 0.8537 0.8049 0.7317
80 0.8537 0.878 0.8293

3

1 0.8537 0.6341 0.6829
10 0.8537 0.7317 0.8293
20 0.8537 0.8293 0.7805
40 0.878 0.7805 0.8293
80 0.878 0.7561 0.7561

2

1 0.7561 0.5366 0.6829
10 0.878 0.7561 0.8293
20 0.8537 0.7805 0.8293
40 0.878 0.7805 0.7805
80 0.8537 0.8049 0.7805

1

1 0.7317 0.6585 0.5366
10 0.878 0.7805 0.7561
20 0.8537 0.878 0.8293
40 0.878 0.8537 0.8293
80 0.878 0.8537 0.878

Table A.15: Linear SVM, Scan 1-4
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Feature Selection

Majority/Minority ratio Num bootstrap PCA RFE SPEAR

Original

1 0.878 0.8049 0.7805
10 0.878 0.8293 0.8049
20 0.878 0.878 0.878
40 0.878 0.8293 0.8537
80 0.878 0.8293 0.878

4

1 0.878 0.7561 0.6585
10 0.878 0.8537 0.878
20 0.878 0.878 0.7073
40 0.878 0.878 0.7561
80 0.878 0.878 0.878

3

1 0.878 0.878 0.6341
10 0.878 0.878 0.6585
20 0.878 0.878 0.7805
40 0.878 0.878 0.7073
80 0.878 0.878 0.8049

2

1 0.878 0.878 0.7561
10 0.878 0.878 0.7073
20 0.878 0.878 0.8537
40 0.878 0.878 0.7073
80 0.878 0.878 0.7805

1

1 0.878 0.878 0.6341
10 0.878 0.878 0.5366
20 0.878 0.878 0.6829
40 0.878 0.878 0.8049
80 0.878 0.878 0.7561

Table A.16: Radial basis kernel SVM, Scan 1-4
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