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2019
Geodesic nets on Riemannian manifolds form a natural class of stationary objects generalizing geodesics. Yet almost nothing is known about their classification or general properties even when the ambient Riemannian manifold is the Euclidean plane or the round 2-sphere.

We survey some results and open questions (old and new) about geodesic nets on Riemannian manifolds. A particular focus will be put on the question if the number of inner vertices (balanced vertices) in a geodesic net can be bounded by the number of boundary points (unbalanced vertices) or the total imbalance.

We prove that a geodesic net with three unbalanced vertices on a nonpositively curved plane has at most one balanced vertex. We do not assume any a priori bound for the degree of unbalanced vertices. The result seems to be new even in the Euclidean case.

We demonstrate by examples that the result is not true for metrics of positive curvature on the plane, and that there are no immediate generalizations of this result for geodesic nets with four unbalanced vertices which can have a significantly more complicated structure. In particular, an example of a geodesic net with four unbalanced vertices and sixteen balanced vertices that is not a union of simpler geodesic nets is constructed. The previously known irreducible geodesic nets with four unbalanced vertices have at most two balanced vertices.

We provide a partial answer for a related question, namely a description of a new infinite family of geodesic nets on the Euclidean plane with 14 unbalanced vertices and arbitrarily many balanced vertices of degree $\geq 3$.
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## INTRODUCTION AND OVERVIEW

In this thesis, we will study geodesic nets and geodesic multinets, shedding light on some of their properties, both through theorems and important (counter)examples. This introduction will describe the notion of a geodesic (multi)net, using two equivalent definitions: one of a more variational nature, one with a more combinatorial viewpoint.

### 1.1 GEODESIC NETS: TWO EQUIVALENT DEFINITIONS

Consider a Riemannian manifold $M$. Geodesic nets on $M$ are critical points ${ }^{1}$ of the length functional on the space of embedded multigraphs ${ }^{2}$ into $M$, where a certain subset of the set of vertices must be mapped to prescribed points of $M$. More formally, they can be defined as follows:

Definition 1.1 (Geodesic Net, Variational Perspective). Let $S$ be a finite (possibly empty) set of points in a Riemannian manifold $M$, and $G$ a finite multigraph (or, more formally, a finite 1-dimensional cell complex). A geodesic net modelled on $G$ with boundary vertex set $S$ is a smooth embedding $f: G \hookrightarrow M$ such that:
(i) Every point of $S$ is the image under $f$ of a vertex of $G$, and
(ii) For any 1-parametric flow $\Phi_{t}, t \in(-\epsilon, \epsilon)$ of diffeomorphisms of $M$ that fixes the points of $S, \Phi_{0}=$ Id is a critical point of the function $l(t)$ defined as the length of $\Phi_{t}(f(G))$.

The simplest example of geodesic nets arises when $S=\{x, y\}$ is a set of two points, and $G=[0,1]$ is the graph with two vertices and one edge. In this case, the geodesic nets modelled on $G$ with boundary vertices $x, y$ are precisely non-self-intersecting geodesics in $M$ connecting $x$ and $y$.

Applying the first variation formula for the length functional, we see that the above definition of a geodesic net is equivalent to the following:

[^0]Definition 1.2 (Geodesic Net, Combinatorial Perspective). Let $S$ be a finite (possibly empty) set of points in a Riemannian manifold M. A geodesic net on $M$ with boundary vertex set $S$ consists of a finite set $V$ of points of $M$ (called vertices) that includes $S$ and a finite set $E$ of non-constant geodesics between vertices (called edges) such that:
(i) Edges do not intersect or self-intersect, except possibly at endpoints.
(ii) For every vertex $v \in V \backslash S$, the following balancing condition holds: Consider the unit tangent vectors at $v$ to all edges incident to $v$. Direct each unit tangent vector from $v$ towards the other endpoint of the edge. Then the sum of all these unit tangent vectors must be equal to $0 \in T_{v} M$.

Note that, in particular, we are not considering geodesic rays. Edges must begin and end at a (balanced or unbalanced) vertex.

### 1.2 GEODESIC MULTINETS

In the above definitions, we do not allow edges in $M$ to intersect. In particular, we are excluding the possibility that some edges coincide.

We could modify Definition 1.I by allowing $f$ to be only an immersion on the union of interiors of edges. In other words, one may allow edges to self-intersect and to intersect each other. In particular, we are allowing that two different edges between the same pair of vertices might have the same image.

As a result, the images of edges of $G$ in $M$ acquire multiplicities that can be arbitrary positive integer numbers. In this thesis, if a geodesic net is defined using immersions rather than embeddings of multigraphs, we call it a geodesic multinet. Note that self-intersecting geodesics connecting two points are examples of geodesic multinets.

We could also modify Definition 1.2 to allow an equivalent description of geodesic multinets as follows:
(i) Edges are allowed to intersect and self-intersect.
(ii) Each edge is endowed with a positive integer multiplicity. The unit tangent vector to an edge then enters the sum in the balancing condition at each endpoint with the multiplicity equal to that of the corresponding edge.

### 1.3 TERMINOLOGY AND CONVENTIONS

Working with the above definitions necessitates some additional terminology which will be used as follows throughout this thesis:

- Vertices in $S$ as given by the above definitions are called boundary vertices or unbalanced vertices ${ }^{3}$.
- Vertices in $V \backslash S$ are called inner, or free, or balanced (as the balancing condition must hold only at each vertex in $V \backslash S$ ).
- If $v$ is an unbalanced vertex, then the sum of all unit tangent vectors to edges incident to $v$ need not be equal to the zero vector. We call this sum the imbalance vector at $v, \operatorname{Imb}(v)$, and its norm the imbalance at $v$, $\operatorname{imb}(v)$. It is convenient to define $\operatorname{Imb}(v)$ also at balanced vertices as zero vectors in $T_{v} M$.
- The sum of imbalances $\sum_{v \in S} \operatorname{imb}(v)$ over the set of all unbalanced points is called the total imbalance of the geodesic net.
In the following, we will classify geodesic (multi)nets and consider many quantitative aspects. To do so, it is necessary to introduce some conventions:
- We are going to consider only connected geodesic (multi)nets, as the classification of disconnected nets obviously reduces to classification of their connected components.
- In particular, we require that no balanced vertex is isolated.
- As the degree of a balanced vertex clearly cannot be one, we see that the minimal degree of a balanced vertex becomes two. The balancing condition implies that for any balanced vertex of degree 2 , its two incident edges can be merged into a single geodesic. Conversely, we can subdivide each edge of a geodesic net by inserting as many new balanced vertices of degree 2 as we wish. As now the role of balanced vertices of degree 2 in the classification of geodesic (multi)nets is completely clear, we are going to consider below only geodesic (multi)nets where all balanced vertices have degree at least 3 .
- It is clear that we can add or remove geodesics connecting unbalanced vertices at will without affecting the balancing condition at a balanced vertex. Therefore, we agree that all considered geodesic (multi)nets do not contain edges between unbalanced vertices.


### 1.4 CHAPTER OVERVIEW

We will proceed as follows: Chapter 2 provides an overview of questions and problems surrounding geodesic nets and geodesic multinets, both solved and unsolved. It also includes examples illustrating many important behaviours.

3 We will observe later that unbalanced vertices do in fact not always have to be on the boundary of the convex hull of all vertices, making unbalanced vertices the more general choice of words.

Some of the answers and examples provided will be proved and constructed in this thesis: In Chapter 3, we will prove a theorem that a geodesic net with three boundary vertices on the plane endowed with a Riemannian metric of nonpositive curvature has at most one balanced vertex. Examples of geodesic nets will be constructed in Chapter 4, including those illustrating that the aforementioned theorem does not generalize to geodesic nets with four boundary vertices or to the case of positive curvature.

Finally, Chapter 5 will describe the construction of an example we call "the star", which is suggested as an example of a geodesic net with a bounded number of unbalanced vertices but an arbitrarily large number of balanced vertices. The chapter finishes with a conjecture that is strongly supported by numerical evidence suggesting that this example is in fact a geodesic net and not a geodesic multinet.

## QUESTIONS, ANSWERS AND OPEN PROBLEMS

In this chapter, we will consider geodesic nets and multinets in the context of different ambient spaces. We will first consider fundamental properties of geodesic nets and their vertices with an initial focus on nets in Euclidean space. We continue with observing the similarities with and differences to the study of minimal networks (also known ass Steiner trees).

The main part will be a survey of nets both in Euclidean space and in other Riemannian manifolds, in particular closed Riemannian manifolds. Several of the Questions and Problems raised in this survey will be solved in the subsequent chapters.

### 2.1 GEODESIC NETS IN EUCLIDEAN SPACES

A significant part of this thesis will be devoted to geodesic nets in Euclidean spaces, in particular in the Euclidean plane. In this case it follows from Definition 1.2 that, given a finite ${ }^{1}$ set of points $S$ in $\mathbb{R}^{n}$, a geodesic multinet is a graph $G=(V, E)$ in $\mathbb{R}^{n}$ such that
(i) $S$ is a subset of the set of vertices $V$,
(ii) each edge $e$ is a straight line segment between its endpoints, and is endowed with a positive integer multiplicity $n(e)$, and
(iii) for each vertex $v \in V \backslash S$, there is zero imbalance, i.e. if $I(v)$ denotes the set of edges incident to $v$, then $\sum_{e \in I(v)} n(e) \frac{e}{\|e\|}=0$, where $e$ denotes an edge regarded as the vector in $\mathbb{R}^{n}$ directed from $v$ towards the other endpoint.
For geodesic nets (instead of multinets), each $n(e)$ must be equal to 1 , and, in addition, different edges are not allowed to intersect.

Figure 2.1 depicts examples of balanced vertices of degrees 3,4 and 7 in $\mathbb{R}^{2}$. The following are easy to see:

- The angles between edges incident to a balanced vertex of degree 3 are always equal to $120^{\circ}$. This will be true not only for $\mathbb{R}^{2}$ but for all ambient Riemannian manifolds $M$.

1 Technically, we still allow $S$ to be empty, but it is immediate that in Euclidan space, every nonempty geodesic net must have boundary vertices, so the case $S=\varnothing$ is of no interest.


Figure 2.1: Examples for balanced vertices of degree 3, 4 and 7. Note that all edges have weight one.

- A balanced vertex $v$ of degree 4 in the Euclidean plane is a point of intersection of two straight line segments formed by two pairs of incident edges at $v$. For arbitrary ambient Riemannian manifolds $M$, this generalizes to a transversal intersection between two geodesics.
Here are some other easily verified facts about geodesic (multi)nets in Euclidean spaces:
- Each geodesic multinet is contained in the convex hull of its unbalanced points.
- As a corollary each geodesic (multi)net with two boundary points is simply the straight line segment connecting these points (that can be endowed with any positive integer multiplicity in the case of geodesic multinets). Therefore, the interesting part of the classification of geodesic (multi)nets in the Euclidean plane begins with the case of three boundary points.
- For each geodesic (multi)net in $\mathbb{R}^{n}$, we can consider $\operatorname{Imb}(v)$ as vectors in the ambient space $\mathbb{R}^{n}$. Therefore, in this case one can also define the total imbalance vector. Yet this vector is always zero:

$$
\begin{equation*}
\sum_{v \in S} \operatorname{Imb}(v)=\sum_{v \in V} \operatorname{Imb}(v)=0 \tag{2.1}
\end{equation*}
$$

Indeed, the second sum can be represented as the sum of contributions of individual edges. Each edge contributes two oppositely directed vectors that enter sums in the definition of imbalance vectors at its endpoints. Therefore, the sum over all edge contributions is zero.

- For a geodesic (multi)net $G$ in a Euclidean space its length $L(G)$ is given by the following formula:

$$
\begin{equation*}
L(G)=-\sum_{v \in S}\langle v, \operatorname{Imb}(v)\rangle . \tag{2.2}
\end{equation*}
$$

On the right hand side we perform the summation over the set of all unbalanced vertices. Each vertex is also regarded as a vector in $\mathbb{R}^{n}$.

Proof of length formula (Equation 2.2). First observe that the right hand side does not change when we change the origin of the coordinate system in $\mathbb{R}^{n}$ (this easily follows from Equation 2.1). Therefore, we can assume that the origin is not on the net.

For each positive $r$, let $D_{r}$ denote the ball of radius $r$ centred at the origin, $\partial D_{r}$ its boundary and $E(r)$ the set of edges of the net intersecting $\partial D_{r}$. For each $e \in E(r)$, let $e(r)$ denote the point of intersection of $e$ and $\partial D_{r}$. Equation 2.2 is an immediate corollary of the following formula, when it is applied to very large values of $r$.

$$
\begin{equation*}
L\left(G \cap D_{r}\right)=\sum_{e \in E(r)}\left\langle e(r), \frac{e}{\|e\|}\right\rangle-\sum_{v \in D_{r}}\langle v, \operatorname{Imb}(v)\rangle \tag{2.3}
\end{equation*}
$$

In this formula, we regard each edge $e$ also as a vector in $\mathbb{R}^{n}$. We choose its direction from $e(r)$ towards the interior of $D_{r}$. This formula obviously holds when $r$ is small, as both sides are equal to zero.

Define special values of $r$ as those where $\partial D_{r}$ is either tangent to one of the edges or passes through one of the vertices. There are only finitely many special values of $r$. Our next observation is that the right hand side of Equation 2.3 changes continuously when $r$ passes through its special value. Obviously, one needs only to check what happens if $\partial D_{r}$ passes through a balanced or an unbalanced vertex.

We conclude that it is sufficient to check that the derivatives of the right hand side and the left hand side with respect to $r$ at each non-special point coincide. Each of these derivatives will be a sum over edges in $E(r)$ (a set that doesn't change away from non-special points).

To complete the proof, it is sufficient to verify that the contributions of each edge to both sides are the same. Each such edge $e$ contributes $\frac{1}{\cos \theta_{e}(r)}$ to the derivative of the left hand side, where $\theta_{e}(r)$ denotes the angle between $e$ and the position vector of $e(r)$. Its contribution to the right hand side is $\left(r \cos \theta_{e}(r)\right)^{\prime}=\cos \theta_{e}(r)-r \sin \theta_{e}(r) \theta_{e}^{\prime}(r)=\frac{1}{\cos \theta_{e}(r)}$, as a trigonometric argument implies that $\theta_{e}^{\prime}(r)=-\frac{\tan \theta_{e}(r)}{r}$.

This completes the proof of Equation 2.3 and therefore Equation 2.2.

### 2.2 STEINER TREES AND LOCALLY MINIMAL GEODESIC NETS

The study of geodesic nets was originally motivated by the following question posed by Gauß: Given a set of points on the plane, connect them by means of a graph of the minimal possible length.

It is easy to see that this graph is always a geodesic net modelled on a tree (called the Steiner tree) where the given points are unbalanced
points. It typically also contains new balanced vertices. It is easy to prove that all balanced vertices of a Steiner tree have degree 3. The first and most fundamental example is the case of three points $A, B, C$ on the plane forming a triangle with angles $<120^{\circ}$. In this case, there exists the (unique) point $F$ in the triangle $A B C$, called the Fermat Point, such that the angles between any two of $A, B, C$ at $F$ are all equal to $120^{\circ}$. The Steiner tree will consist of three edges $F A, F B$ and $F C$ (see Figure 2.2). The Steiner tree on four given (unbalanced) vertices might involve two extra (balanced) vertices (see Figure 2.2).

A geodesic net (in a Riemannian manifold) is called locally minimal if its intersections with all sufficiently small balls are Steiner trees (connecting the unbalanced points inside the ball with the points of intersection between the geodesic net and the boundary sphere). For geodesic nets in the Euclidean plane, the local minimality is equivalent to the requirement that all balanced points have degree 3 . The locally minimal geodesic nets in Euclidean spaces and, more generally, Riemannian manifolds were extensively investigated by A. Ivanov and A. Tuzhilin (cf. [IT94], [IT16]).

Note that although general geodesic nets are not locally minimal with respect to this condition, they are locally minimal in the following less restrictive sense: For each point $p$ on the net and all sufficiently small $r$, the intersection of the net with the ball of radius $r$ provides the global minimum of the length among all trees of the same shape (i.e. star-shaped with the same number of edges) connecting the boundary points.

With this in mind, the idea of minimization of length might seem useful to find geodesic nets as follows: Assume we want to construct a geodesic net with the set $S$ of boundary points modelled on a given graph $G$, say, in the Euclidean plane. Consider embeddings of $G$ in the plane such that all edges are mapped into straight line segments, and a certain set of vertices is being mapped to $S$. Yet the positions of other vertices are variable, and we do not insist on the balancing condition at any vertex. Now we are


Figure 2.2: On the left, a geodesic net with 3 unbalanced vertices and 1 balanced vertex (the Fermat Point). This is in fact the maximal number of balanced vertices when only given 3 unbalanced vertices on the plane with a metric of nonpositive curvature (see Theorem 3.2). On the right, the two Steiner trees for four points are not maximal regarding the number of balanced vertices of a geodesic net with four unbalanced vertices (see examples in Chapter 4).
going to minimize the total length of all edges of the graph over the set of such embeddings. It is easy to see that the total length will be a convex function and has a unique minimum. Moreover, one can start with an arbitrary allowed embedding of $G$ and use an easy algorithm based on gradient descent that numerically finds this minimum. This minimum will always be a geodesic net.

The problem is that in the process of gradient descent different vertices or edges can merge, and some edges can shrink to a point. In this case, the resulting graph will not be isomorphic to $G$ anymore. In fact, our numerical experiments seem to indicate that if one starts from a random allowed embedding of $G$, one typically ends up with very simple geodesic nets such as, for example, the geodesic net with just one extra (balanced) vertex in the centre.

Furthermore, since not all geodesic nets are such local minima but often just critical points of the length functional, we run into the risk that numerical experiments overlook important examples. This makes finding more intricate examples of geodesic nets, like the ones in Chapter 4, such an interesting endeavour.

### 2.3 SURVEY OVERVIEW

We will now provide a survey of known results and conjectures regarding geodesic nets. In Section 2.4, we survey closed geodesic nets in closed Riemannian manifolds. In Section 2.5 and Section 2.6, we survey geodesic nets in Euclidean spaces and Riemannian surfaces respectively. We will emphasize the (im)possibility to majorize the number of balanced points in terms of the number of unbalanced points (and possibly also the total imbalance).

### 2.4 CLOSED GEODESIC NETS AND MULTINETS

Geodesic nets with $S=\varnothing$, i.e. no unbalanced vertices, are called closed geodesic nets. The simplest examples of closed geodesic nets are periodic geodesics (that can be modelled on any cyclic graph or the graph with one vertex and one loop-shaped edge) or, more generally, unions of periodic geodesics.

We could, for example, take the union of a finite number of great circles on the round 2 -sphere, getting a closed geodesic net with an arbitrarily large number of intersections, each of which is a balanced vertex.

The simplest example of a closed geodesic net not containing a nontrivial periodic geodesic is modelled on the $\theta$-graph with 2 vertices con-
nected by 3 distinct edges. The corresponding closed geodesic net consists of two vertices connected by 3 distinct geodesics, so that all angles between each pair of geodesics at each of the two vertices are equal to $120^{\circ}$.
J. Hass and F. Morgan [HM96] proved that for each convex Riemannian $S^{2}$ sufficiently close to a round metric, there exists a closed geodesic net modelled on the $\theta$-graph. It is remarkable that this is the only known result asserting the existence of closed geodesic nets not composed of periodic geodesics on an open (in $C^{2}$ topology) set of Riemannian metrics on a closed manifold. In other words, the following problem is wide open.

Problem 2.1. Is it true that each closed Riemannian manifold contains a closed geodesic multinet not containing a non-trivial periodic geodesic?

The standard Morse-theoretic approach to constructing periodic geodesics fails when applied to constructing closed geodesic nets, as any gradient-like flow might make the underlying multigraph collapse to one or several closed curves and, thus, yields only a periodic geodesic.

A classification of shapes of closed geodesic nets on specific closed Riemannian surfaces is aided by the Gauß-Bonnet theorem and the obvious observation that if a geodesic net on, say, a Riemannian $S^{2}$ is modelled on a graph $G$, then $G$ must be planar. Using these observations A. Heppes [Hep64] classified all closed geodesic nets on the round $S^{2}$, where all vertices have degree 3 (there are just nine possible shapes). On the other hand, we are not aware of any restrictions on shapes in closed Riemannian manifolds of dimension $>2$.

The first question one might ask about closed geodesic nets in Riemannian manifolds of dimension $\geq 3$ is the following:

Problem 2.2. Classify all 3-regular graphs $G$ such that the round 3-sphere has a geodesic net modelled on $G$.

Another reasonable question (which, of course, can also be asked for surfaces) is:

Problem 2.3. Is it true that each closed Riemannian manifold of dimension $\geq 3$ has a $\theta$-graph shaped closed geodesic net?

To the best of our knowledge, nothing else is known about classification of geodesic nets on round $S^{2}$. In particular, the answer for the following problem posed by Spencer Becker-Kahn [BK] is not known even when $M$ is the round 2 -sphere.

Problem 2.4 (Becker-Kahn). Let $M$ be a closed Riemannian manifold. Is there a function $f_{M}$ (depending on geometry and topology of $M$ ) such that each closed geodesic net on $M$ of length $L$ has at most $f_{M}(L)$ (balanced) vertices?

As we already noticed, the set of closed geodesic nets include periodic geodesics as well as their unions. Yet the standard "folk" argument involving the compactness of the set of closed curves of length $\leq x$ parametrised by the arclength on a closed Riemannian manifold, and a quantitative (Yomdin-style) version of the Sard-Smale theorem that implies that the set of non-constant periodic geodesics on a generic closed Riemannian manifold is countable, also implies the set of closed geodesic nets is countable as well. So, closed geodesic nets are also "rare". This fact might be at least partially responsible for the scarcity of examples of closed geodesic nets not containing periodic geodesics.

Surprisingly, many extremely hard open problems about periodic geodesics can be solved when asked about closed geodesic nets. Here are some results about the existence of closed geodesic nets with interesting properties:

- A. Nabutovsky and R. Rotman [NRo7] proved the existence of a constant $c(n)$ such that each closed Riemannian manifold $M^{n}$ contains a closed geodesic multinet of length $\leq c(n) \operatorname{vol}\left(M^{n}\right)^{\frac{1}{n}}$. It also contains a closed geodesic multinet of length $\leq c(n)$ diameter $\left(M^{n}\right)$. R. Rotman [RotiI] later improved this result and proved that one can choose a closed geodesic multinet satisfying these estimates that has the shape of a flower, i.e. consist of (possibly) multiple geodesic loops based at the same point (vertex). ${ }^{2}$
- Recently, L. Guth and Y.Liokumovich [GL] proved that for a generic closed Riemannian manifold, the union of all closed geodesic multinets must be a dense set.

Note that these results do not shed any light on the existence of closed geodesic nets that do not include any periodic geodesic on closed manifolds as all closed geodesic nets in these theorems might be just periodic geodesics. Yet, in dimensions $>2$, it is completely unknown if either of the quoted results from [NRo7] and [GL] holds for periodic geodesics instead of geodesic multinets.

Finally, note that closed geodesic multinets can be a useful tool to study other minimal objects on general closed Riemannian manifolds. For example, recently R. Rotman [Rot] proved that for each closed Riemannian manifold $M^{n}$ and positive $\epsilon$, there exists a "wide" geodesic loop on $M^{n}$ with the angle greater than $\pi-\epsilon$ so that its length is bounded only in terms of $n, \epsilon$ and the volume of $M^{n}$. Alternatively, one can also use the diameter of $M^{n}$ instead of its volume. The proof involves demonstrating the existence of closed geodesic multinets with certain properties. Yet these

2 Of course, the balancing (stationarity) condition at this point must hold.
nets can turn out to be a periodic geodesic in which case the short wide geodesic loop will be a short periodic geodesic as well.

Our last remark about closed geodesic multinets is that in some sense they can be considered a better 1-dimensional analog of minimal surfaces in higher dimensions than periodic geodesics. Indeed, minimal surfaces tend to develop singularities. Their existence is frequently proven through a version of Morse theory on spaces of cycles, where the resulting minimal surface first arises as a stationary varifold. Similar arguments using the space of 1-cycles lead to proofs of existence of closed geodesic multinets that can be regarded as a particularly nice class of stationary 1 -varifolds.

We refer the reader to [AA76] for properties of stationary 1-varifolds including a version of Equation 2.2 ("monotonicity formula") valid for stationary 1-varifolds, and, therefore, closed geodesic multinets on Riemannian manifolds.

### 2.5 THREE UNBALANCED VERTICES ON THE EUCLIDEAN PLANE AND MORE GENERAL RIEMANNIAN SURFACES

Recall the convention in Section 1.3 to consider only connected geodesic (multi)nets with balanced vertices of degree $\geq 3$ and without edges running between unbalanced points. ${ }^{3}$

We are going to start from the description of the following example (see Figure 2.3):

Example 2.5. Let $A_{1} A_{2} A_{3}$ be a triangle. Denote its angle at $A_{i}$ by $\alpha_{i}$. Assume that for each $i=1,2,3, \cos \frac{\alpha_{i}}{2}$ is a rational number.

It is easy to produce an infinite set of such triples of angles using Pythagorean triples of integers. For example, we can take $\alpha_{1}=\alpha_{2}=$ $2 \arccos \left(\frac{12}{13}\right)$, and $\alpha_{3}=\pi-\alpha_{1}-\alpha_{2}$. Any choice of angles $\alpha_{i}$ determines the triangle $A_{1} A_{2} A_{3}$ up to a similarity. The exact choice of its side lengths is not important to us.

As $\cos \frac{\alpha_{i}}{2}$ is rational, it can be written as $\frac{m_{i}}{n_{i}}$ for positive integer $m_{i}$ and $n_{i}$. Let $N$ denote $n_{1} n_{2} n_{3}$ and $N_{i}$ denote the integer $\frac{m_{i} N}{n_{i}}$. Further, let $0<r_{1}<r_{2}<\ldots<r_{k}<1$ and let $O$ denote the point of intersection of bisectors of angles $\alpha_{i}$.

The set of vertices of a geodesic multinet that we are going to describe looks as follows: It has three unbalanced vertices $A_{1}, A_{2}$ and $A_{3}$. To describe its set of balanced vertices consider $k$ homotheties of $A_{1} A_{2} A_{3}$ with center $O$ using ratios $r_{1}, \ldots, r_{k}$. Denote the corresponding vertices of the homothetic triangles by $A_{1}^{j} A_{2}^{j} A_{3}^{j}, j \in\{1, \ldots, k\}$.

[^1]

Figure 2.3: An example of a geodesic multinet with three unbalanced vertices and six balanced vertices. Through continuous nesting, the number of balanced vertices can be increased arbitrarily. However, this is at the expense of additional imbalance at the three unbalanced vertices. In this example, $\cos \alpha=12 / 13$ and $\sin \alpha=5 / 13$

The set of balanced vertices of the geodesic multinet will include all vertices $A_{i}^{j}$. Observe that for each $i=1,2,3$, the vertices $A_{i}^{j}$ will subdivide $A_{i}^{1} A_{i}$ into $k$ segments. We are going to denote these segments by $e_{i}^{j}, j=$ $1, \ldots, k$ where the numeration by superscripts $j$ goes in the order from $A_{i}^{1}$ to $A_{i}$, so that $e_{i}^{1}=A_{i}^{1} A_{i}^{2}$ and $e_{i}^{k}=A_{i}^{k} A_{i}$. All these segments $e_{i}^{j}$ will be edges of the geodesic multinet; the weight of $e_{i}^{j}$ will be equal to $2 j N_{i}$.

The set of edges of the multinet will also include the three sides of each triangle $A_{i}^{j} A_{2}^{j} A_{3}^{j}$, all these edges will be endowed with the same weight N. 4 Now an easy calculation confirms that we, indeed, constructed (an uncountable family of) geodesic multinets with 3 unbalanced points and $3 k$ balanced points, where $k$ can be arbitrarily large.

However, we would like to make the following observations:

- The weights of at least some of the edges (e.g. $A_{i}^{k} A_{i}$ ) become unbounded, as $k \longrightarrow \infty$.
- In fact, the total imbalance will increase linearly with $k$, as $k \longrightarrow \infty$.
- The condition of rationality of the trigonometric functions of $\frac{\alpha_{i}}{2}$ is very restrictive. We were able to carry out our construction only for a set of triples of points $A_{1}, A_{2}, A_{3}$ of measure 0 in the space of all vertices of triangles in the Euclidean plane.

4 Of course, in the end, we can divide all weights by their gcd, if it is greater than 1

Looking at this example, one might be led into thinking that the constructed geodesic multinets with 3 unbalanced vertices and arbitrarily many balanced vertices can be converted into a geodesic net by some sort of a small perturbation, where the balanced vertices are replaced by "clouds" of nearby points (with some extra edges inside each cloud), and all multiple edges are replaced by close but distinct edges running between chosen nearby "copies" of their former endpoints. It is easy to believe that such a perturbation plus, maybe, some auxiliary construction will be sufficient to construct examples of geodesic nets in the plane with 3 unbalanced vertices and an arbitrary number of balanced vertices.

Yet all such hopes are shattered by the following theorem that we will prove in Chapter 3.

Theorem 2.6. A geodesic net with 3 unbalanced vertices $A_{1}, A_{2}, A_{3}$ in the Euclidean plane has exactly one balanced vertex $F$ at the Fermat point of the three unbalanced vertices and three edges $F A_{i}$. Moreover, this assertion is true for geodesic nets with 3 unbalanced vertices on $\mathbb{R}^{2}$ endowed with any non-positively curved Riemannian metric. 5

Note that Section 4.3 contains an example demonstrating that this assertion is no longer true without the sign restriction on the curvature of the Riemannian plane. Yet it is not known if the assertion is still true if the integral of the positive part of the curvature is sufficiently small. The example for positive curvature constructed in Section 4.3 requires total curvature at least $\pi$.

The striking contrast between Example 2.5 of geodesic multinets with 3 unbalanced vertices and the extreme rigidity of geodesic nets with three unbalanced vertices on the Euclidean plane leads to some intriguing open questions such as the following.

Problem 2.7. Let $\Sigma$ be the set of all triples $S$ of points of the Euclidean plane such that there exist geodesic multinets with 3 unbalanced vertices at $S$ and arbitrarily many balanced vertices. Is it true that $\Sigma$ is a set of measure zero in $\left(\mathbb{R}^{2}\right)^{3}$ ?

Problem 2.8. Is there a function $f(n)$ such that for each geodesic multinet with three boundary vertices in the Euclidean plane such the that multiplicities of all edges do not exceed $n$ the number of balanced vertices does not exceed $f(n)$ ?

Problem 2.9. Classify all geodesic multinets in the Euclidean plane with 3 unbalanced vertices.

5 Note that there are additional trivial cases if we allow edges between two unbalanced vertices. We excluded those earlier, see conventions in Section 1.3

### 2.6 FOUR UNBALANCED VERTICES IN THE EUCLIDEAN PLANE AND EUCLIDEAN 3-SPACE

Consider the following definition: Given several points $A_{1}, \ldots, A_{k}$ in the Euclidean space $\mathbb{R}^{n}$, there is always the unique point $F \in \mathbb{R}^{n}$ (which we also call Fermat point) such that at $F$, the sum of distances $\sum_{i=1}^{k} \operatorname{dist}\left(x, A_{i}\right)$ attains its global minimum. ${ }^{6}$

As explained previously, for three points forming a triangle with the angles $<120^{\circ}, F$ is the point such that all three angles between any two points at $F$ are equal to $120^{\circ}$. For four points in the plane at the vertices of a convex quadrilateral, $F$ is the point of intersection of the two diagonals. For four vertices of a regular tetrahedron, $F$ is its centre. If $F$ is not one of the points $A_{i}$, then the star-shaped tree formed by all edges $F A_{i}$ is a geodesic net with unbalanced vertices $A_{1}, \ldots, A_{k}$ and the only balanced vertex at $F$.

If $A_{1}, A_{2}, A_{3}, A_{4}$ are, say, vertices of a square or a rectangle close to a square one has two other well-known and "obvious" geodesic nets with unbalanced vertices at $A_{i}$. Both these nets are $\nless$ shaped (see Figure 2.2): They have two new balanced vertices $F_{1}$ and $F_{2}$ connected by an edge. Each balanced vertex is connected by edges with a pair of unbalanced vertices, so that all three angles at each of $F_{1}$ and $F_{2}$ are 120 degrees, and each of the four unbalanced vertices is connected with exactly one balanced vertex. There are three ways to partition a set of four vertices into two unordered pairs, yet only those where the unbalanced vertices in each pair are connected by a side of the convex quadrilateral can "work". Of course, the locations of balanced points $F_{1}, F_{2}$ will be different for the two ways to partition the set of four sides of the quadrilateral into pairs. Note that exactly the same idea works for the regular tetrahedron: Each of three pairs of opposite edges gives rise to a $\rangle$ shaped geodesic net with two balanced vertices.

The example constructed in Section 4.1 shows that given vertices $A_{1}, \ldots, A_{4}$ of a convex quadrilateral close to a square but in general position, one can combine the star-shaped net with one balanced point at the point of intersection of diagonals, the two $\rangle$ shaped nets and four star-shaped geodesic nets with unbalanced points at the vertices of each of 4 triangles formed by all triples of four vertices $A_{i}$. This way, one obtains a geodesic net with 28 balanced vertices (see Figure 2.4)7. This example might seem like a strong indication that no analog of Theorem 2.6 for geodesic nets with 4 unbalanced vertices is possible.

6 This fact is an immediate corollary of the convexity of the function $\sum_{i} \operatorname{dist}\left(A_{i}, x\right)$.
7 This number includes some extra balanced vertices at points of intersection of edges of geodesic nets that are being combined


Figure 2.4: A geodesic net in the plane with four unbalanced vertices which is an "overlay" of trees, as constructed in Section 4.1

At the same time, however, note that this example is - as explained above - an overlay of trees. This motivates the definition of irreducible geodesic nets on a given set $S$ of unbalanced vertices as geodesic nets such that no subgraph formed by a proper subset of the set of edges (with all incident vertices) is a geodesic net with unbalanced vertices in $S$. It is clear that classification of geodesic nets boils down to the classification of irreducible nets. As so far we have only two "obvious" isomorphism types of geodesic nets with 4 unbalanced vertices (namely, $X$ shaped and $X$ shaped trees), one might still suspect that there exists an easy classification of geodesic nets with 4 -vertices on the Euclidean plane.

Yet the situation changed (at least for us) after we discovered a new example of an irreducible geodesic net with 4 unbalanced vertices at four vertices of the square and 16 balanced vertices (see Figure 2.5) A detailed description of this example can be found in Section 4.2. Now a natural next step in classification of geodesic nets on 4 vertices in the plane would be the following problem:

Problem 2.10. Find an irreducible geodesic net with 4 unbalanced vertices in the Euclidean plane with more than 16 vertices (or prove that such a geodesic net does not exist.)

In fact, we believe the following:
Conjecture 2.11. There exist geodesic nets in the Euclidean plane with 4 unbalanced vertices and an arbitrarily large number of balanced points. (Moreover, we would not be surprised if this assertion is already true in the case when the set of unbalanced vertices coincides with the set of vertices of a square).

Note that we are not aware of any analogs of this geodesic net with 4 unbalanced and 16 balanced vertices when 4 unbalanced vertices are non co-planar points in the Euclidean 3-space, e.g. the vertices of the regular tetrahedron. Yet in this case there exists a geodesic net with 4 unbalanced vertices $A_{i}$ and 7 balanced vertices obtained as follows (see Figure 2.6):

Start from the star-shaped geodesic net with the balanced vertex at the center of the regular tetrahedron. For each of 6 triangles $A_{i} A_{j} O$ - where $i, j$ run over the set of all unordered distinct pairs of numbers $1,2,3,4-$ attach the Y -shaped geodesic net with unbalanced vertices at $A_{i}, A_{j}$ and $O$ and a new balanced vertex at the center of the triangle $A_{i} A_{j} O$.
Nevertheless, it seems that it is harder to construct irreducible nets with unbalanced vertices at the vertices of a regular tetrahedron than at the vertices of a square. We would not be surprised if the answer for the following question turns out to be positive, which is the three-dimensional analog of Theorem 2.6.

Problem 2.12. Is there a number $N$ such that each irreducible geodesic net with unbalanced vertices at all vertices of a regular tetrahedron has at most $N$ balanced vertices?


Figure 2.5: An irreducible geodesic net with four unbalanced vertices that is not a tree, as constructed in Section 4.2


Figure 2.6: A geodesic net in Euclidean three-space, with four unbalanced and seven balanced vertices

### 2.7 GEODESIC NETS IN THE PLANE: BOUNDING THE NUMBER OF BALANCED VERTICES IN TERMS OF THE NUMBER OF UNBALANCED VERTICES

We cannot solve Problem 2.10. Yet in Chapter 5, we are going to describe a construction of a certain family of irreducible geodesic multinets $G_{n}(\varphi)$ with 14 unbalanced vertices ( 7 of which are fixed and 7 of which are variable) and arbitrarily many balanced vertices. We believe that these geodesic multinets are, in fact, geodesic nets. Our faith is based on the following facts:

- Numerical evidence suggests that the first 100 geodesic multinets from our list are, indeed, geodesic nets. The number of balanced vertices of $G_{n}(\varphi)$ is greater or equal than $7 n$.
- We constructed a sequence of functions $\varphi_{i}$ of one real variable $\varphi$. If for each $N$, some $N$ functions $\varphi_{i}(\varphi)$ are pairwise distinct in a neighbourhood of 0 , then our construction indeed produces geodesic nets with at least 7 N balanced vertices. The functions $\varphi_{i}(\varphi)$ are presented by an explicit, yet very complicated set of recurrent relations. Whenever there seem to be no reason for any pair of these functions to coincide, the formulae are so complicated that the proof of this fact eludes us.

Note that while the imbalances at the seven constant vertices are unbounded, the imbalance at 7 variable vertices remain bounded. This leads us to a belief that some modification of our construction might lead to elimination of several variable unbalanced points leaving us only with seven constant unbalanced points. Moreover, we believe that it is possible that our construction will "survive" small perturbations of the seven constant unbalanced points. As a result we find that the following conjecture is very plausible:
Conjecture 2.13. There exist $N_{0}$ and an $N_{0}$-tuple $S$ such that for each $N$ there exists a geodesic net with $S$ being its set of unbalanced vertices and the number of balanced vertices greater than $N$.

Furthermore, there exist not merely one such $N_{0}$-tuple $S$ but a subset of $\left(\mathbb{R}^{2}\right)^{N_{0}}$ of positive measure (or even a non-empty open subset) of such $N_{0}$-tuples.

### 2.8 GROMOV'S CONJECTURE

As we saw, even for the simplest geodesic multinets in the Euclidean plane, there is no upper bound for the number of balanced vertices in terms of the number of unbalanced vertices. The example mentioned in section Section 2.7 and explained in detail in Chapter 5 strongly suggests, that such a bound does not exist already for geodesic nets. The length of a geodesic net cannot be of great help either, as we can rescale any geodesic net to an arbitrarily small (or large) length without changing its shape. One appealing conjecture due to M . Gromov is the following:
Conjecture 2.14 (M. Gromov). The number of balanced vertices of a geodesic net in the Euclidean plane can be bounded above in terms of the number of unbalanced vertices and the total imbalance.

In fact, we do not see any reasons why this conjecture could not be extended to geodesic multinets.
Note that the following example demonstrates that one cannot majorize the number of balanced points only in terms of the total imbalance without using the number of unbalanced vertices (see Figure 2.7): Take a copy of a regular $N$-gon, and obtain a second copy by rotating it by $\frac{\pi}{N}$ about its center. Take a geodesic net obtained as the union of these two copies of the regular N -gon. The set of unbalanced vertices will consist of 2 N vertices of both copies. Yet as sides of two copies intersect, we are going to obtain also 2 N balanced vertices that arise as points of intersections of various pairs of sides. The imbalance at each unbalanced vertex is $2 \sin \frac{\pi}{N}$, so the total imbalance is $4 N \sin \frac{\pi}{N}<4 \pi$. We see that when $N \longrightarrow \infty$, the number of balanced points also tends to $\infty$, yet the total imbalance remains uniformly bounded.


Figure 2.7: This construction shows that there is a sequence of nets with bounded imbalance, but arbitrarily many balanced vertices

It is worth pointing out that this example matches the length formula in Equation 2.2: Assuming the unbalanced points are arranged on a unit circle, both the imbalance and the length of the geodesic net approach $4 \pi$.

The above conjecture by Gromov was published in the paper by Y. Memarian [Mem15] for geodesic nets such that all imbalances are equal to one (in our terms).

Since in this case the total imbalance is equal to the number of unbalanced vertices, the conjecture is that the number of unbalanced vertices does not exceed the value of some function of the number of balanced vertices. Note also that [Mem15] contains the proof of this restricted version of the conjecture in cases, when the degrees of all balanced vertices are either all equal to 3 , or all are equal to 4 .

Yet, the following simple observation implies that the restricted form (with imbalances equal to 1 at each unbalanced vertex) is, in fact, equivalent to the full Conjecture 2.14.

The observation is that if $v$ is an unbalanced vertex, then it can be extended by adding less than $\operatorname{imb}(v)+3$ new edges starting at $v$ so that $v$ becomes balanced. Applying this trick to all imbalanced vertices we replace our original geodesic net by a new one, with the number of vertices not exceeding the sum of the total imbalance and twice the number of unbalanced vertices such that the imbalance of each unbalanced vertex is equal to one. Thus, the restricted version of the conjecture implies the general version.

We are going to explain this observation in the case when $\operatorname{imb}(v) \in$ $(0,1)$, leaving the general case to the reader. In this case we need to find three new edges starting at $v$ such that their angles $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ with the imbalance vector $\operatorname{Imb}(v)$ satisfy the balancing condition that can be written in the scalar form as a system of two equations: $\sum_{i=1}^{3} \cos \alpha_{i}=\operatorname{imb}(v)$ and $\sum_{i=1}^{3} \sin \alpha_{i}=0$. It is clear that this system has an uncountable set of solutions. This fact enables us to ensure that none of the new edges coincide with already existing edges incident to $v$.

Note that Equation 2.2 implies that the length of a geodesic net does not exceed the product of its total imbalance and the diameter (which
for geodesic nets in the Euclidean space is always equal to the maximal distance between two unbalanced points). Further, we can always rescale a geodesic net in the plane so that its diameter becomes equal to 1 . In this case its length becomes equal to $\frac{L}{D}$, where $L$ and $D$ are the values of the length and the diameter before rescaling. Therefore, Conjecture 2.14 would follow from the validity of the following conjecture:
Conjecture 2.15. There exists a function $f$ such that each geodesic multinet in the Euclidean plane with $n$ unbalanced vertices, diameter $D$, and total length $L$ has less than $f\left(\frac{L}{D}, n\right)$ balanced vertices.

Now we would like to combine this conjecture with the Becker-Kahn Problem 2.4 and extend it to all Riemannian manifolds. Before doing so, consider the example of a complete non-compact Riemannian manifold which is a disjoint union of (smooth) capped cylinders that have a fixed length but are getting thinner. More specifically, the cylinders have radii $\frac{1}{n}$ for all positive integers $n$ but fixed diameter of 1 . On any of these cylinders, we can now add $N$ closed geodesics around the waist of the cylinder, connecting all of them with a single closed geodesic that travels twice along the diameter of the manifold. Such a net will have 2 N balanced vertices and fixed diameter $D=1$, but as long as $N / n$ is small enough, the length of the net $L$ gets arbitrarily close to 2 . So both $L / D$ and $L$ stay bounded whereas the number of balanced vertices can be chosen to be arbitrarily large. Note that we could make this manifold connected by connecting consecutive cylinders by thinner and thinner tubes of length 1.

This example shows that for general Riemannian manifolds, we can't bound the number of unbalanced vertices in terms of $L / D, L$, and the number of balanced vertices. So we must either bound the injectivity radius of our Riemannian manifold $M$ from below, or, more generally, adjust the length as follows: The adjusted total length $\tilde{L}$ of a geodesic net is the sum of integrals over all edges $e_{i}$ (parametrized by their respective arclengths) of $\frac{1}{\operatorname{inj}\left(e_{i}(s)\right)}$, where $\operatorname{inj}\left(e_{i}(s)\right)$ denotes the injectivity radius of the ambient Riemannian manifold at $e_{i}(s)$. If $M$ is a Riemannian manifold with a positive injectivity radius inj, then $\tilde{L} \leq \frac{L}{\mathrm{inj}}$. Now we can state our most general conjecture.
Conjecture 2.16 (Boundedness conjecture for geodesic nets on Riemannian manifolds). Let $M$ be a complete Riemannian manifold. There exists a function $f_{M}$ which depends on $M$, but is invariant with respect to rescalings of $M$, with the following property: Let $G$ be a geodesic net on $M$ with total length $L$, adjusted length $\tilde{L}$ and diameter $D$ that has $n$ unbalanced vertices. Then its number of balanced vertices does not exceed $f_{M}\left(\tilde{L}, \frac{L}{D}, n\right)$. In particular, if $M$ has injectivity radius inj $>0$, then the number of balanced vertices does not exceed $f_{M}\left(\frac{L}{\text { inj }}, \frac{L}{D}, n\right)$.

## GEODESIC NETS WITH THREE BOUNDARY VERTICES

In this chapter, we will consider geodesic nets with three unbalanced vertices. Note that for three unbalanced vertices, the expressions unbalanced vertices and boundary vertices are indeed interchangeable (this will be formalized in Lemma 3.10).

Two of the most intuitive examples of geodesic nets on the flat plane with three unbalanced vertices are described as follows:

- A triangle with its three vertices and three edges is a geodesic net with three unbalanced and no balanced vertices.
- On the other hand, we can consider three points arranged in a triangle with all interior angles less than $120^{\circ}$. We can position a point inside the triangle so that, if connected to the three corners, this point is balanced (see Figure 3.1). That such a Fermat point exists is a result of classic Euclidean geometry.
Obviously, one can combine these two examples, but in any case one gets a geodesic net with three unbalanced vertices and at most one balanced vertex. This raises the question: Is there a geodesic net with three unbalanced vertices but more than one balanced vertex? More generally:

Question 3.1. Given the number of unbalanced vertices of a geodesic net, what is the maximal number of balanced vertices that the net can have?


Figure 3.1: A geodesic net with 3 unbalanced vertices and 1 balanced vertex (the Fermat Point). We will show that this is in fact the maximal number of balanced vertices when only given 3 unbalanced vertices on the plane with a metric of nonpositive curvature.

This question is quite general in the following sense: We are assuming no a priori information on the distance/relative position of the unbalanced vertices. That is the bound should only depend on the number of unbalanced vertices. We also allow the unbalanced vertices to have arbitrary degree and therefore arbitrary imbalance.

We will show that, if the surface is $\mathbb{R}^{2}$ with a metric of nonpositive curvature (including flat and hyperbolic space as two special cases), then the configuration with the Fermat Point in Figure 3.1 is in fact maximal. Here is the main theorem of this chapter:

Theorem 3.2 (Main Theorem). Each geodesic net with 3 unbalanced vertices (of arbitrary degree) on the plane endowed with a Riemannian metric of non-positive curvature has at most one balanced vertex.

In fact, the theorem is new even in the case when dealing with geodesic nets in the Euclidean plane (and the proof is almost as difficult as in the general case). On the other hand, the result is false for metrics of positive curvature on the plane. In Section 4.3, we exhibit and example of a geodesic net with 3 unbalanced and 3 balanced vertices on the round hemisphere (of course this Riemannian metric could be extended to a positively curved metric on the whole plane).

This result for three unbalanced vertices is somewhat surprising in the context of the examples in Section 4.1 and Section 4.2 which are showing that with four unbalanced vertices in the plane, there are nets with at least 28 balanced vertices as well as irreducible nets including cycles. Note that we do not claim that those examples are maximal. In fact, we think that, unlike for three unbalanced vertices, there is no maximal example for four unbalanced vertices, see Conjecture 2.11.

## Conventions

Recall our conventions from Section 1.3. We require balanced vertices to have degree 3 or more. In fact allowing degree 2 balanced vertices would render the question meaningless: Obviously, one could add an arbitrary number of degree 2 balanced vertices to the edges of any geodesic net.

Also note that we do not put any bound on the degree of the unbalanced vertices. In other words, we allow a single unbalanced vertex to be adjacent to an arbitrary number of balanced vertices.

## Previous results

In [Mem15], Memarian considered the question on the Euclidean plane with one restriction: each unbalanced vertex has degree 1. He studied
two special cases: If all balanced vertices have degree 3, he finds a sharp upper bound for what he calls 3 -boundary regular critical graphs. The bound is achieved by what resembles a tiling of the plane by hexagons. If all balanced vertices have degree 4, he notes the (presumably not sharp) upper bound given by the maximal number of intersections between straight line segments.

As Memarian points out, though, these two cases depend highly on the geometric restrictions that can be presumed for balanced vertices of degree 3 or degree 4: Indeed we observed in Section 2.1 that for degree 3, the edges must be arranged equiangularly around the vertex with angles of $120^{\circ}$ between them. For degree 4 , the vertex and its incident edges are given as the intersection of two straight lines (or, more generally, two geodesic segments). The examples in Figure 2.1 shows that for higher degrees, on the other hand, balanced vertices can be quite irregular.

This leaves the problem open for the case that we do not put a limit on the degree of the balanced vertices, and for the case of nonzero curvature. In fact, even the case of a planar geodesic net that has a mix of nothing but degree 3 and degree 4 balanced vertices is left open. Furthermore, as stated before, we will not require the unbalanced vertices to have degree 1 but instead allow arbitrary degree.

### 3.1 STRUCTURE OF THE PROOF

From now on, unless specified otherwise, any graph discussed will be a geodesic net $G=(V, E)$ with boundary vertex set $S \subset V$ as given by Definition 1.2.

We will prove the following reformulation of the main theorem.
Theorem 3.3. Define $f: \mathbb{N}_{0} \rightarrow \mathbb{N}_{0} \cup\{\infty\}$ as follows: $f(n)$ is the smallest number such that $|V \backslash S| \leq f(|S|)$ is true for all geodesic nets on $\mathbb{R}^{2}$ with a metric of nonpositive curvature. Then
(a) $f(0)=f(1)=f(2)=0$
(b) $f(3)=1$

Note that the bound for $n=0,1$ is obvious and the bound for $n=2$ is nearly trivial as will be seen in Lemma 3.10. The case for $n=3$ is the actually interesting result that we will prove.

To prove the theorem, we proceed as follows: We will first study the properties of a single balanced vertex in Section 3.2. In particular, we will prove restrictions on the angles between the edges. We will use these properties in Section 3.3 when we turn to global properties on the flat plane and study how the angles between edges not incident to the same
vertex are related by introducing the turn angle along a path. We will then prove the result regarding three vertices on the plane in Section 3.4. The results of Section 3.3 and Section 3.4 will then be generalized to the case of nonpositive curvature in Section 3.5 .

This theorem obviously asks for an extension to larger $n$ or positive curvature. We will construct an example for a gedesic net with $n=4$ in Section 4.1. Furthermore, in Section 4.3, we will construct a geodesic net on a surface of positive curvature with just three unbalanced vertices but more than one balanced vertex. This example shows that Theorem 3.2 can't be true for metrics of positive curvature on $\mathbb{R}^{2}$, even when no closed geodesics exist.

### 3.2 LOCAL PROPERTIES

In the following, we prove helpful lemmas that describe local properties in the sense that they "zoom in" on a single vertex without considering properties of any other vertices of the geodesic net. It is important to point out that these local properties apply to the vertices of a geodesic net on any surface, no matter the curvature since we only consider the tangent space at a single vertex.

## General Local Properties

Definition 3.4. Generally, if we consider several edges incident to the same vertex, we enumerate them in counterclockwise order, e.g. when we say " $b$ directly follows $a$ ".

Note the following two facts:
Lemma 3.5. If we draw a geodesic through any balanced vertex, there must always be an edge on each side of that line.

Proof. Recall that a balanced vertex has at least degree 3 which means even after discounting for the possibility that two edges lie on the geodesic, there must be another edge lying on one side of it. To balance the unit vector parallel to that edge, one needs an edge on the other side of that geodesic, too.

Lemma 3.6. The angle between an edge at a balanced vertex and its immediately following edge must be less than $180^{\circ}$.

Proof. Otherwise there would be a geodesic through the vertex such that there are no edges on one side of it, contradicting Lemma 3.5.


Figure 3.2: The combined angle of $b$ at this vertex is $\alpha+\gamma$. Note that all other edges incident to the vertex are in the grey area.

## Combined Angles

Definition 3.7. Consider a balanced vertex $v$ and three incident edges $a, b, c$ following in that counterclockwise order without any edges in between. Then the combined angle of $b$ at $v$ is the total angle from $a$ to $b$ to $c$ (see Figure 3.2).

Lemma 3.8 (General Combined Angle Lemma). The combined angle of any edge at a balanced vertex is...
(a) ... equal to $240^{\circ}$ if the vertex has degree 3.
(b) ... equal to $180^{\circ}$ if the vertex has degree 4.
(c) ... strictly smaller than $180^{\circ}+2 \arcsin \frac{1}{n-1}$ if the vertex has degree $n \geq 5$. In particular, the combined angle is always less or equal than $240^{\circ}$ and strictly so if the vertex has degree larger than three.

Proof. (a) is obvious.
(b) is obvious.
(c) consider a vertex of degree $n \geq 5$. Assume that the combined angle at an edge $b$ is $180^{\circ}+2 \arcsin 1 /(n-1)$ or more. Call the two edges realizing that angle $a$ and $c$. Take $v$ to be the unit vector that bisects the smaller of the two angles between $a$ and $c$. Let $\left\{e_{i}\right\}$ be the edges other than $a, b, c$. There are at least two such edges since the degree is 5 or more. Note that the $e_{i}$ lie on the side of the angle formed by $a$ and $c$ that does not contain $b$. By a slight abuse of notation we use the same names for the edges and the corresponding unit vectors (Compare Figure 3.3). Since the combined angle is $180^{\circ}+2 \arcsin 1 /(n-1)$ or more, basic trigonometry yields:

$$
\begin{aligned}
\left\langle e_{i}, v\right\rangle>\langle a, v\rangle & \geq \sin \left(\left(180^{\circ}+2 \arcsin \frac{1}{n-1}-180^{\circ}\right) / 2\right) \\
& =1 /(n-1)
\end{aligned}
$$



Figure 3.3: Proof of Lemma 3.8. Note that if we denote the combined angle of $b$ by $\delta$, then the marked angles are equal to $\left(\delta-180^{\circ}\right) / 2$ which leads to the stated formula for the projection of the vectors onto $v$. All other edges/vectors must lie in the grey area.

We deduce:

$$
\begin{aligned}
0 & =\left\langle b+a+c+\sum e_{i}, v\right\rangle \\
& =\underbrace{\langle b, v\rangle}_{\geq-1}+\underbrace{\langle a, v\rangle}_{\geq 1 /(n-1)}+\underbrace{\langle c, v\rangle}_{\geq 1 /(n-1)}+\underbrace{\sum\left\langle e_{i}, v\right\rangle}_{>(n-3) /(n-1)} \\
& >-1+\frac{1}{n-1}+\frac{1}{n-1}+\frac{n-3}{n-1}=0
\end{aligned}
$$

This is a contradiction.

In the next lemma we will show that for vertices of degree $n \neq 4$, only at a vertex of odd degree can we have a combined angle of $180^{\circ}$ or more, and even then particular restrictions to the angles apply.

Lemma 3.9 (Special Combined Angle Lemma). Let $a, b, c$ be three directly following edges of a balanced vertex of degree $n \geq 5$ with a combined angle of $b$ that is $180^{\circ}$ or more. Then the vertex must have odd degree.

Furthermore, denote by $\alpha$ the angle between $a$ and $b$ and by $\gamma$ the angle between $b$ and $c$ (i.e. $\alpha+\gamma$ is the combined angle of $b$ ) then:
(a) $60^{\circ}<\alpha<120^{\circ}$
(b) $60^{\circ}<\gamma<120^{\circ}$

Note that the result of $n$ being odd will not be used when we apply this lemma later. But we get it as a "gratuitous result" which is worth noting.

Proof. We will prove the inequalities regarding $\alpha$. The case for $\gamma$ then follows by reflection and relabeling.

We arrange and label the edges as follows: Choose a coordinate system in the tangent space at the vertex such that the unit vector corresponding
to $a$ lies on the negative $x$-axis. Since the combined angle at $b$ is $180^{\circ}$ or more, this implies that only the unit vector of $b$ could lie in the lower half plane. And in fact by Lemma 3.6, it must lie in the lower half plane (see Figure 3.2).

From now on, we denote by $b$ the unit vector corresponding to that edge and by $e_{1}:=a, e_{2}:=c, e_{3}, \ldots, e_{j}(j:=n-1 \geq 4)$ the unit vectors corresponding to all other edges, including $a$ and $c$ as the first two. By the above setup, all $e_{i}$ have a nonnegative $y$-component and only $e_{1}=a$, $e_{2}=c$ can have a zero $y$-component.

Note that if we define $s:=\sum e_{i}$, then $s=-b$ by the balancing condition and therefore $s$ is a unit vector. This means the lemma follows if we prove the following two claims:
(a') $j=n-1$ must be even.
(b') If $j=n-1$ is even, then the angle between $s$ and the positive $y$-axis lies within $\pm 30^{\circ}$ (Then, the angle $\alpha$ is between $60^{\circ}$ and $120^{\circ}$ ).
We will now prove ( $a^{\prime}$ ) and ( $b^{\prime}$ ).
Claim: None of the $e_{i}$ can lie on the positive $y$-axis.
If that were not the case, note that there is at least four $e_{i}$ in total, one of them lying on the $y$-axis. Even if another two lie on the $x$-axis (and therefore have zero $y$-component), there is a fourth one that has a positive $y$-component. Therefore the sum $s=\sum e_{i}$ would have a $y$-component of more than 1 which contradicts the fact that $s$ must be a unit vector.

Due to the above claim, we can group the $e_{i}$ according to the following rules:

- In one group, we have all $e_{i}$ pointing to the left (negative $x$-coordinate). Call it the left group.
- Accordingly, the other vectors $e_{i}$ form the right group.

Note that by our setup, $a$ is in the left group. Also note that by the General Combined Angle Lemma 3.8 we have $\alpha+\gamma \leq 240^{\circ}$ and therefore $c$ must be in the right group.

We denote the number of left and right vectors by $L$ and $R$ respectively. Note that $R+L=j$.

In the following, we will use the notation $\langle x, y\rangle$ to mean a vector in $\mathbb{R}^{2}$ with coordinates $x$ and $y$.

Let $e:\{-1,1\} \times\left[0^{\circ}, 90^{\circ}\right) \rightarrow \mathbb{R}^{2}$ be given by

$$
e(C, \theta):=\langle C \cos \theta, \sin \theta\rangle
$$

We can rewrite each of the right vectors as $e_{i}=e\left(1, \theta_{i}\right)$ where $\theta_{i}$ is the angle between the positive $x$-axis and $e_{i}$, and each of the left vectors as
$e_{i}=e\left(-1, \theta_{i}\right)$ where $\theta_{i}$ is the angle between the negative $x$-axis and $e_{i}$. Note that in either case, $0^{\circ} \leq \theta_{i}<90^{\circ}$. Using this notation, we can write

$$
s=e_{1}+e_{2}+\cdots+e_{j}=e\left(C_{1}, \theta_{1}\right)+e\left(C_{2}, \theta_{2}\right)+\cdots+e\left(C_{j}, \theta_{j}\right)
$$

In the proof below, we will start at $\langle R-L, 0\rangle$ and arrive at the actual vector sum $s$ by iteration as follows:

$$
\begin{aligned}
& s_{0}=e\left(C_{1}, 0^{\circ}\right)+e\left(C_{2}, 0^{\circ}\right)+e\left(C_{3}, 0^{\circ}\right)+\cdots+e\left(C_{j}, 0^{\circ}\right)=\langle R-L, 0\rangle \\
& s_{1}=e\left(C_{1}, \theta_{1}\right)+e\left(C_{2}, 0^{\circ}\right)+e\left(C_{3}, 0^{\circ}\right)+\cdots+e\left(C_{j}, 0^{\circ}\right) \\
& s_{2}=e\left(C_{1}, \theta_{1}\right)+e\left(C_{2}, \theta_{2}\right)+e\left(C_{3}, 0^{\circ}\right)+\cdots+e\left(C_{j}, 0^{\circ}\right) \\
& \vdots \\
& s_{j}=e\left(C_{1}, \theta_{1}\right)+e\left(C_{2}, \theta_{2}\right)+e\left(C_{3}, \theta_{3}\right)+\cdots+e\left(C_{j}, \theta_{j}\right)=s
\end{aligned}
$$

We will use this iterative process to prove that $s$ will lie in a "staircase region", defined as follows (see also Figure 3.4):

Definition: We define the leftwards staircase of unit circles starting at $\langle R-L, 0\rangle$ as the union of the counterclockwise quarter arcs of unit circles starting at $\langle R-L-\ell, \ell\rangle$ and ending at $\langle R-L-(\ell+1), \ell+1\rangle$ for $\ell=$ $0,1,2, \ldots$. We define the rightwards staircase of unit circles starting at $\langle R-$ $L, 0\rangle$ as the union of the clockwise quarter arcs of unit circles starting at $\langle R-L+\ell, \ell\rangle$ and ending at $\langle R-L+\ell+1, \ell+1\rangle$ for $\ell=0,1,2, \ldots$. The region between these two staircases, including the boundary, is called the staircase region.

Returning to our definition of the map $e(C, \theta)$ and of the sequence $s_{k}$ above, we can describe the step from $s_{k}$ to $s_{k+1}$ as follows:


Figure 3.4: The staircase region at $\langle R-L, 0\rangle$, with an integer lattice added for scale. Using the Arc Fact iteratively to go from $s_{k}$ to $s_{k+1}$, we know that a concatenation of arcs on a unit circle of less than $90^{\circ}$ that starts at $\langle R-L, 0\rangle$ as depicted by the dashed line can never leave the grey area.

- If $e_{k+1}=e\left(1, \theta_{k+1}\right)$ is a right vector, we start at $s_{k}$ and go along a counterclockwise arc on a unit circle, with initial tangent vector pointing in the positive $y$-direction, to $s_{k+1}$.
- If $e_{k+1}=e\left(-1, \theta_{k+1}\right)$ is a left vector, we start at $s_{k}$ and go along a clockwise arc on a unit circle, with initial tangent vector pointing in the positive $y$-direction, to $s_{k+1}$.
In either case, the arc is less than a quarter circle since $0 \leq \theta_{i}<90^{\circ}$.
We will for now suppose that the following fact is true and prove it later.

Arc Fact: A circular arc $\gamma(\theta)=\langle x, y\rangle+e(C, \theta)$ for $0^{\circ} \leq \theta<90^{\circ}$ has the following properties for $C= \pm 1$ provided that $\gamma\left(0^{\circ}\right)$ is in the staircase region:
(i) $\gamma(\theta)$ is in the staircase region for any $0^{\circ} \leq \theta<90^{\circ}$.
(ii) $\gamma\left(0^{\circ}\right)$ is the only point on the arc that can lie in a corner of the staircase region.
(iii) If $\gamma\left(0^{\circ}\right)$ is not in one of the corners of the staircase region, then $\gamma(\theta)$ lies in the interior of the staircase region for $0^{\circ}<\theta<90^{\circ}$.
The iterative application of this Arc Fact can be restated in a more intuitive way using Figure 3.4 as follows: Take a pen and start at $\langle R-L, 0\rangle$. If now, one is only allowed to draw arcs along a (clockwise or counterclockwise) unit circle of less than $90^{\circ}$ (like the dashed line in the figure), one can never leave the grey area. Furthermore, once one is in the interior of the grey area (and therefore away from the corners), one is "stuck" in the interior and won't reach the boundary anymore.

Using these facts, we will now prove that $s_{j}=s$ must lie in the interior of the staircase region by studying the sequence $s_{k}$ as described above. First, we will prove the following claim by induction:

Claim: $s_{k}$ lies in the staircase region at $\langle R-L, 0\rangle$ for $k=0,1, \ldots, j$ (so for now, it could be on the boundary).

The claim is obvious for $k=0$ since $s_{0}=\langle R-L, 0\rangle$. Assume it is true for given $k$ and $s_{k}$ is lying in the staircase region. We can define a path as follows:

$$
\gamma(\theta)=\underbrace{\sum_{i \leq k} e\left(C_{i}, \theta_{i}\right)+\sum_{i \geq k+2} e\left(C_{i}, 0\right)}_{=:\langle x, y\rangle}+e\left(C_{k+1}, \theta\right) \quad 0^{\circ} \leq \theta \leq \theta_{k+1}<90^{\circ}
$$

Observe that the we can apply (i) of the Arc Fact to this path:

- $\gamma\left(0^{\circ}\right)=s_{k}$ is in the staircase region by hypothesis.
- $0^{\circ} \leq \theta<90^{\circ}$ is given.
- Therefore, $s_{k+1}=\gamma\left(\theta_{k+1}\right)$ is in the staircase region by the Arc Fact.

The claim follows for all $k=0,1, \ldots, j$. In particular $s=s_{j}$ is lying in the staircase region. We will now argue that it is in fact in the interior of that region.

Recall that $j \geq 4$, so besides $e_{1}=a$ and $e_{2}=c$ (that are left and right vectors respectively), there are at least two more vectors $e_{3}, \ldots, e_{j}$. These $j-2$ vectors can be written as $e_{i}=e\left(C_{i}, \theta_{i}\right)$ for $\theta_{i}>0^{\circ}(a$ is horizontal, $c$ can be horizontal, but all other $j-2$ vectors must have positive $y$ component and therefore a positive angle).

We conclude that there is at least two vectors with positive angle $\theta_{i}$. In that context, reconsider the Arc Fact and our sequence $s_{k}$ and note:

- $s_{2}$ (which represents the sum after including $a$ and $c$ ) is in the staircase region but could be in a corner (in fact, it could be at $\langle R-L, 0\rangle$ because both $a$ and $c$ could be horizontal vectors, so including their angles didn't actually change the sum).
- $s_{3}$ lies on an arc that starts at $s_{2}$ but reaches an angle $0<\theta_{i}<90^{\circ}$. Therefore, $s_{3}$ will not lie in a corner by (ii) of the Arc Fact.
- Applying (iii) of the Arc Fact to the arc from $s_{3}$ to $s_{4}$, note that $s_{3}$ does not lie in a corner. Therefore, $s_{4}$ lies in the interior of the staircase region.
- From now on, (iii) of the Arc Fact applies inductively: $s_{k}$ lies in the interior, i.e. not in a corner. Therefore, $s_{k+1}$ lies in the interior of the staircase region.
It follows that $s=s_{j}$ is in fact lying in the interior of the staircase region.
Assume for the sake of contradiction that $\langle R-L, 0\rangle \neq\langle 0,0\rangle$. This means $s$ is lying in the interior of the staircase region starting at a point $\langle R-L, 0\rangle \neq\langle 0,0\rangle$ on the integer lattice. At the same time, $s$ is a unit vector. However the unit circle centred at the origin does not intersect the interior of the staircase region at $\langle R-L, 0\rangle \neq\langle 0,0\rangle$. This is a contradiction. It follows that $R-L=0$.

We can now prove our initial claims ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ )
(a') $R-L=0$, therefore $j=R+L=2 R$ is even, proving the first claim.
(b') $R-L=0$ implies that $s$ lies on the intersection of the unit circle at the origin with the interior of the staircase region also starting at the origin. It follows that the angle between $s$ and the positive $y$-axis lies strictly within $\pm 30^{\circ}$.
We finish by proving the Arc Fact for $C=1$ (the case for $C=-1$ is just the mirror image). Let $\gamma(\theta)=\langle x, y\rangle+e(1, \theta)=\langle x, y\rangle+\langle\cos \theta, \sin \theta\rangle$ for $0^{\circ} \leq \theta<90^{\circ}$. Note that we rotate "towards the left" as $\theta$ goes from $0^{\circ}$ to $90^{\circ}$. Also, the staircase region only grows wider as we go up. So even if $\gamma\left(0^{\circ}\right)$ is on the right staircase, no other point on $\gamma$ will be on or beyond the right staircase. We can therefore concentrate on the left staircase. Also,
if we don't start on the left staircase but in the interior of the staircase region, this situation is just a right shift of an arc that starts on the staircase (compare the left and right of Figure 3.5). So it is enough to prove that an arc starting on the staircase doesn't reach particular points.

We will now prove the three parts of the Arc Fact for a path starting on the left staircase.
(i) Note that it is enough to consider two subsequent "steps" of the left staircase, namely the one at $\gamma\left(0^{\circ}\right)$ and the next higher one that $\gamma$ could possibly cross. It is obvious that $\gamma$ will not cross any steps on the left staircase that are further above or below. Shift the picture so that the corner between the two relevant steps is at $\langle 0,0\rangle$. This means we can write:

$$
\gamma\left(0^{\circ}\right)=\langle 0,-1\rangle+\langle\cos \varphi, \sin \varphi\rangle \quad \text { for some } \varphi \in\left[0,90^{\circ}\right]
$$

And therefore

$$
\begin{aligned}
\gamma(\theta) & =\langle x, y\rangle+\langle\cos \theta, \sin \theta\rangle \\
& =\gamma\left(0^{\circ}\right)-\langle 1,0\rangle+\langle\cos \theta, \sin \theta\rangle \\
& =\langle\cos \varphi+\cos \theta-1, \sin \varphi+\sin \theta-1\rangle
\end{aligned}
$$

To prove that $\gamma(\theta)$ lies on or to the right of the two steps, we need to show

$$
\operatorname{dist}(\langle-1,0\rangle, \gamma(\theta)) \geq 1 \quad \operatorname{dist}(\langle 0,-1\rangle, \gamma(\theta)) \geq 1
$$

Note that

$$
\operatorname{dist}(\langle-1,0\rangle, \gamma(\theta))^{2}=(\cos \varphi+\cos \theta)^{2}+(\sin \varphi+\sin \theta-1)^{2}
$$



Figure 3.5: Proof of the Arc Fact. On the left is the case where the $\operatorname{arc} \gamma(\theta)$ (dashed) starts on the boundary of the staircase region, on the right is the case where the arc starts in the interior of the staircase region. Note that the latter is just a right shift of the situation where we start on the arc. The point in the centre of both pictures is chosen to be $\langle 0,0\rangle$. The dotted angle is $\varphi$.

Basic two-variable calculus yields that the minimum of this function for $(\varphi, \theta) \in\left[0^{\circ}, 90^{\circ}\right] \times\left[0^{\circ}, 90^{\circ}\right]$ is in fact 1 . The same argument works for the second inequality.
(ii) Note that, in the notation of (i), the only corners that $\gamma(\theta)$ can reach are at $\langle 1,-1\rangle,\langle 0,0\rangle$ and $\langle-1,1\rangle$. Reconsidering $\gamma(\theta)=\langle\cos \varphi+$ $\cos \theta-1, \sin \varphi+\sin \theta-1\rangle$ and $(\varphi, \theta) \in\left[0^{\circ}, 90^{\circ}\right] \times\left[0^{\circ}, 90^{\circ}\right]$ and using calculus, these three points can only be reached if $(\varphi, \theta)$ is one of $\left(0^{\circ}, 0^{\circ}\right),\left(0^{\circ}, 90^{\circ}\right),\left(90^{\circ}, 0^{\circ}\right)$ or $\left(90^{\circ}, 90^{\circ}\right)$. Since $\theta<90^{\circ}$ by assumption, corners can therefore only be reached at $\theta=0^{\circ}$.
(iii) Again we can consider $\gamma(\theta)=[\cos \varphi+\cos \theta-1, \sin \varphi+\sin \theta-1]$. If $\gamma\left(0^{\circ}\right)$ is not in a corner of the left staircase, we have $\varphi \neq 0^{\circ}, 90^{\circ}$. Applying calculus one more time, $\operatorname{dist}(\langle-1,0\rangle, \gamma(\theta))^{2}>1$ and $\operatorname{dist}(\langle 0,-1\rangle, \gamma(\theta))^{2}>1$ for any $0^{\circ}<\theta<90^{\circ}$ and (iii) follows.
This finishes the proof of the Arc Fact and therefore also concludes the proof of the Special Combined Angle Lemma.

### 3.3 GLOBAL PROPERTIES ON THE FLAT PLANE

Using the local properties derived in the previous section, we now turn towards global properties of geodesic nets. For now, let $G$ be a geodesic net on the flat (zero curvature) plane. We will see later in Section 3.5 that these results readily extend to nonpositive curvature.

## The Convex Hull Property

Lemma 3.10. Let $K$ denote the convex hull of all the unbalanced vertices in $G$. All balanced vertices lie in $K \backslash \partial K$.
Proof. Assume there is a balanced vertex $v$ lying on or outside $\partial K$. This implies that we can draw a straight line through $v$ such that one side of that line is free of unbalanced vertices. Assume the line is vertical and all unbalanced vertices lie to the right of it. According to Lemma 3.5, there must be an edge to the left of the line, leading to a vertex to the left of the line. It can't be unbalanced. Therefore, we can again draw a vertical line through that new vertex and get another vertex to the left of it. This process would continue ad infinitum, contradicting the finiteness of the geodesic net.

Lemma 3.11. A geodesic net that has at least one balanced vertex must have at least three unbalanced vertices.

Proof. Otherwise the convex hull of the unbalanced vertices has empty interior. Apply Lemma 3.10.

Note that the last Lemma rephrases the trivial cases of Theorem 3.3 for $n=0,1,2$.

## Paths and the Turn Angle

From now on, we will frequently consider oriented paths using the following conventions:

- All paths that we consider are oriented, piecewise geodesic paths.
- A point on such a path that lies between two of its geodesic segments is called a vertex.
- We will often refer to the geodesic segments of a path as edges.
- For a path $\gamma$ that goes through a vertex $x$, we write $\gamma(\rightarrow x)$ for the restriction of $\gamma$ up to the point until it reaches $x$ for the first time and $\gamma(x \rightarrow)$ for the restriction of $\gamma$ starting at the point where it reached $x$ for the last time.
- For two paths or edges, we use $*$ as the symbol for concatenation.
- The notation $-\gamma$ refers to $\gamma$ with the opposite orientation.
- Given a closed path $\gamma$, we call the union of bounded components of $\mathbb{R}^{2} \backslash \gamma$ the inside of $\gamma$ and the unbounded component the outside.

Definition 3.12. Consider two consecutive edges $e, f$ on a path. The turn angle from $e$ to $f$ along the path is defined as follows: If $e \neq-f$, the turn angle is the angle between the extension of $e$ to the other side of the vertex and the edge $f$ (By convention, a left turn is measured in positive angles and a right turn is measured in negative angles, see Figure 3.6). If $e=-f$, the turn angle is $+180^{\circ}$ (so if we backtrack, this is considered a left turn).

For further clarification, note that if $e$ and $f$ lie on a path that circumscribes a polygon in counterclockwise direction (this means that no backtracking is happening), the turn angle is exactly what is known as the exterior angle at the vertex of a polygon.

Definition 3.13. Consider a path starting on an edge $e$ and ending on an edge $f$. We define the turn angle from $e$ to $f$ along the path as the sum of all turn angles at the vertices between $e$ and $f$.


Figure 3.6: A positive turn angle (left) and a negative turn angle (right). If $e=-f$, the turn angle is $+180^{\circ}$ by convention.

Recall that all paths that we consider are piecewise geodesic. So the following well-known version of Gauß-Bonnet applies:

Lemma 3.14 (Gauß-Bonnet, simple closed paths in the flat plane). If e is an edge on a simple closed counterclockwise path, the turn angle from $e$ to $e$ along $\gamma$ is $360^{\circ}$.

As it turns out, we will need to use this fact in a context where $\gamma$ is not simple. We will carefully allow some exceptions to the requirement of simplicity, ensuring that Gauß-Bonnet still applies. To do so, we will define what it means for a path to be essentially simple, using the notions of admissible backtracks and non-transversal crossings.

Definition 3.15 (Admissible Backtrack). Consider a path $\gamma$ doing a backtrack along an edge as follows:

$$
e * a *(-a) * f
$$

Then this backtrack is admissible if $f \neq-e$ and $a$ lies to the right of the path $e * f$. Otherwise it is inadmissible. See Figure 3.7.

When using the results of this section in the proofs of Lemma 3.25, Lemma 3.31, Lemma 3.32 and Lemma 3.33, we will see that the only backtracks that are happening are admissible backtracks. That means neither will we have backtracks that lie to the left of the path, nor will we have "double backtracks" of the form $e * a * b *(-b) *(-a) * f$.

Based on this definition, the following lemma is apparent from Figure 3.7 and the fact that a backtrack is considered a turn of $+180^{\circ}$.

Lemma 3.16. Consider an admissible backtrack $e * a *(-a) * f$. Then the turn angle along $e * f$ is the same as the turn angle along $e * a *(-a) * f$.

We will now specify what kind of crossing of paths we allow.


Figure 3.7: Two examples of backtracks
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Figure 3.8: Examples of crossings. We will only allow non-transversal crossings. Note that our definition of non-transversal is quite strict. For example, the counterclockwise order $a b d c$ (not depicted) is not called nontransversal according to our definition (it will, however, never occur below).

Definition 3.17 (Non-Transversal Crossing). Consider a non-closed, simple path $e_{1} * \cdots * e_{n}(n \geq 0)$ and two paths $\alpha=a * e_{1} * \cdots * e_{n} * b$ and $\gamma=$ $c *\left(-e_{n}\right) * \cdots *\left(-e_{1}\right) * d$ with $a \neq-d$ and $b \neq-c$ (if $n=0$, this means that $\alpha=a * b$ and $\gamma=c * d$ go through a common vertex). It follows that $a, b, c, d$ are arranged around the path $e_{1} * \cdots * e_{n}$ (or their common vertex in the case $n=0$ ). We say that $\alpha$ and $\gamma$ cross non-transversally if the edges are arranged counterclockwise in the order abcd or $d c b a$. If $n=0$ and either or both of the paths are backtracks (i.e. $a=-b$ or $c=-d$ ), it is still considered a non-transversal crossing.

We can now define what it means for a path to be essentially simple:
Definition 3.18 (essentially simple path). We say that a path is essentially simple if it is simple apart from the following two exceptions:

- It may contain admissible backtracks as defined above.
- It can revisit edges or vertices as long as this is a non-transversal crossing as defined above.

Definition 3.19. If an essentially simple closed path $\gamma$ has the property that the outside (the unbounded component of $\mathbb{R}^{2} \backslash \gamma$ ) always lies to the right of $\gamma$, we call it a counterclockwise path.

Note that due to the presence of admissible backtracks and non-transversal intersections, there might be edges of an essentially simple path along which the outside lies simultaneously to the right and the left of the path. The above definition allows for this to happen. If, on the other had, the outside were lying only to the left (or on neither side) of at least one edge, the path would not be considered counterclockwise.

Based on this, we can rewrite Gauß-Bonnet from above:

Lemma 3.20 (Gauß-Bonnet, essentially simple closed paths in the flat plane). If e is an edge on an essentially simple closed counterclockwise path, the turn angle from e to e along $\gamma$ is $360^{\circ}$.

Proof. If the path contains an admissible backtrack, due to Lemma 3.16, we can simply remove each such backtrack (even if it contains $e$ ) without changing the total turn angle.

If the path has a non-transversal crossing, consider Figure 3.8 showing examples of the only two allowed arrangements of edges: The arrangement $d c b a$ can't happen here since the path is counterclockwise (so the outside can't lie exclusively to the left at any edge). On the other hand, the arrangement abcd (around a common vertex or common edges) can be realized as the local limit of a sequence of simple paths for which the outside still lies to the right of the path.

We arrive at a sequence of simple closed counterclockwise paths $\gamma_{i} \rightarrow$ $\gamma$. Gauß-Bonnet as in Lemma 3.14 applies to each $\gamma_{i}$ and therefore by continuity also to the limit $\gamma$.

This lemma in turn allows us to prove the following:
Lemma 3.21 (Conditional Path Independence). Consider two paths $\gamma$ and $\delta$ with the same initial vertex $u$ and the same terminal vertex $v$ (i.e. $\gamma *(-\delta)$ is a closed path) as well as an edge e incident to $u$ and an edge $f$ incident to $v$. If the following conditions are met, then the turn angle from e to $f$ will be the same along $e * \gamma * f$ and $e * \delta * f$ :
(a) Both e and $f$ lie outside $\gamma *(-\delta)$ and they have no endpoints in common.
(b) Both $\gamma$ and $\delta$ are simple, except for admissible backtracks.
(c) If $\gamma$ and $-\delta$ meet anywhere except at their endpoints, it is a non-transversal crossing.
We call this the conditional path-independence of the turn angle (see Figure 3.9).


Figure 3.9: Conditional path-independence: The turn angle from $e$ to $f$ is the same along either path. Note that both paths are going in a left-right direction in this picture.

Before we get to the proof, it is worth pointing out that without the conditions, the respective turn angles would only agree modulo $360^{\circ}$.

Proof. First note that due to Lemma 3.16, we can remove all admissible backtracks from $\gamma$ and $\delta$. Furthermore, in case $\gamma$ and $\delta$ agree on the first $i$ edges, we can write $\gamma=\epsilon * \gamma^{\prime}$ and $\delta=\epsilon * \delta^{\prime}$ for some path $\epsilon$ such that $\gamma^{\prime}$ and $\delta^{\prime}$ do not agree on their first edge. This reduces the proof to the question if $\gamma^{\prime}$ and $\delta^{\prime}$ produce the same turn angle. We therefore assume that $\gamma$ and $\delta$ do not agree on their first edge. For a similar reason, we assume that they don't agree on their last edge.
$\gamma$ and $\delta$ are now both simple (since we removed all backtracks). That means that $-\gamma$ and $-\delta$ are also simple. Since $\gamma$ and $\delta$ don't agree on their first or last edge, the closed path $\gamma *(-\delta)$ also has no backtracks. Combining $\gamma$ and $-\delta$ can also not have produced transversal crossings by condition (c). It follows that $\gamma *(-\delta)$ is essentially simple. By the same arguments, $\delta *(-\gamma)$ is essentially simple.

We can assume that $\gamma *(-\delta)$ is counterclockwise according to Definition 3.19. This can be seen as follows: There must be some edge $e$ so that the outside is to the left or right of it (since the boundary of the unbounded component consists of edges of the path). If the outside is not to the right of $e$, replace $\gamma *(-\delta)$ with $\delta *(-\gamma)$ and $e$ with $-e$. Therefore, after relabeling if necessary, we can assume that the outside is to the right of $e$. Starting at $e$, we follow the path $\gamma *(-\delta)$. Each of $\gamma$ and $-\delta$ is simple, therefore $\gamma *(-\delta)$ is simple except where $\gamma$ and $-\delta$ cross non-transversally. Refer to Figure 3.8 which demonstrates that if $\gamma$ and $\delta$ meet non-transversally and we arrive at the crossing with the outside to the right, we will also leave the crossing with the outside to the right (the outside would also be to the left of the path during the crossing, which we allow). So the outside is always to the right of $\gamma *(-\delta)$ and therefore this is an essentially simple counterclockwise path.

Now consider the closed path $\alpha=e * \gamma * f *(-f) *(-\delta) *(-e)$. Recall that $e$ and $f$ lie outside $\gamma *(-\delta)$ and have no endpoints in common. This implies two things: (1) $\alpha$ is still a counterclockwise path. (2) $e$ and $f$ both lie to the right of the remainder of the path. The latter means that the two backtracks of $\alpha$ along $e$ and $f$ are admissible. Note that since $\gamma$ and $\delta$ don't agree on their first or last edges and have no backtracks themselves, there are no further backtracks. Therefore $\alpha$ is still essentially simple and Gauß-Bonnet as specified in Lemma 3.20 applies. Recalling that we consider backtracking to be a turn by $+180^{\circ}$ and setting the turn angle along $e * \gamma * f$ to be $x$ and the turn angle along $e * \delta * f$ to be $y$, we get

$$
x+180^{\circ}-y+180^{\circ}=360^{\circ}
$$

Note that $\delta$ is free of backtracks, so the turn angle along $-\delta$ is in fact $-y$ since a turn where we run into issues with $\pm 180^{\circ}$ doesn't happen. It follows that $x=y$.

Another way of thinking of the turn angle along an essentially simple path that further illustrates the conditional path independence is: translate the initial edge $e$ of the path to an edge $e^{\prime}$ that ends at the point where the terminal edge $f$ starts. The turn angle from $e^{\prime}$ to $f$ at that point is now the same as the turn angle from $e$ to $f$ along the path.

We are now considering paths on a geodesic net, which are of course also piecewise geodesic paths.

Definition 3.22 (First and Second Right Turn). Consider a path through a balanced vertex.
(a) If the outgoing edge of the path immediately follows the incoming edge in counterclockwise order, we say that the path takes the first right turn.
(b) If the outgoing edge of the path is the second edge following the incoming edge in counterclockweise order, we say that the path takes the second right turn.

An example can be seen in Figure 3.10. Note that whenever a path takes the first or second right turn at a balanced vertex (which always has at least degree 3 ), it is not backtracking.

In the context of these definitions, we will revisit the Special Combined Angle Lemma (Lemma 3.9) and arrive at the following three lemmas:

Lemma 3.23 (First Turn Lemma). If a path takes the first right turn at a balanced vertex, the turn angle is negative.

This Lemma is a direct consequence of Lemma 3.6.


Figure 3.10: Note that the turn angle from $a$ to $b$ (first right turn) and from $a$ to $c$ (second right turn) is measured in reference to the dashed line and compare with Figure 3.2.

Lemma 3.24 (Second Turn Lemma). Consider a balanced vertex with incident edges $a, b, c$ following counterclockwise directly in that order. If the path from a to c (i.e. a path that takes the second right turn) has a positive turn angle as depicted in Figure 3.10, then:

- the turn angle from a to clies in $\left(0^{\circ}, 60^{\circ}\right]$,
- the turn angle from a to $b$ lies in $\left(-120^{\circ},-60^{\circ}\right]$, and
- the turn angle from $-b$ to clies in $\left(-120^{\circ},-60^{\circ}\right]$.

Compare Figure 3.10 with Figure 3.2 and it is immediate that this lemma is a reformulation of Lemma 3.8 (for vertices of degree 3 and 4) and Lemma 3.9 (for vertices of degree 5 or more). More specifically, for a vertex of degree 3, the turn angles reach the extremal cases of $60^{\circ},-60^{\circ}$, $-60^{\circ}$ respectively. For a vertex of degree 4 , the lemma is vacuously true since the turn angle along the second right turn can never be positive (it will, in fact, always be zero). For a vertex of degree 5 or more, the turn angles lie in the interior of the three given intervals which follows from Lemma 3.9.

The situation in the following lemma is visualized in Figure 3.11.
Lemma 3.25 ( $60^{\circ}$ Lemma, flat version). Consider a path going through four edges $a, b, c, d$ of a geodesic net on the Euclidean plane and three vertices $u, v, w$ in the order $a, u, b, v, c, w, d$. Assume that
(a) $a \neq-b, c \neq-d$
(b) $u$ and $w$ are balanced ( $v$ can be balanced or not).
(c) $b$ immediately follows $a$ at $u$ (i.e. $a * b$ takes the first right turn).
(d) d immediately follows $c$ at $w$ (i.e. $c * d$ takes the first right turn).
(e) The convex hull of $u, v, w$ contains no unbalanced vertices (except, possibly, $v$ itself).
Then the turn angle from a to $d$ along that path is at most $60^{\circ}$.
Note that by definition, $v$ is different from both $u$ and $w$. However, we allow $b=-c$ which then implies $u=w$. Note that we can't have both


Figure 3.11: Setup of the $60^{\circ}$ Lemma (Lemma 3.25). There are no unbalanced vertices in the grey area. The line $\ell$ is used for Case 2 of the proof.
$b=-c$ and $a=-d$ because then $u=w$ would be a degree 2 vertex which, for balanced vertices, is not possible.

The result of the lemma can be reformulated in the following way: If $a$ is translated to an edge $a^{\prime}$ ending at $w$, the turn angle from $a^{\prime}$ to $d$ is at most $60^{\circ}$, i.e. the clockwise angle from $a^{\prime}$ to $d$ is at least $120^{\circ}$.

Proof. First note the following two trivial cases:

- If $u=w$, then the combined angle of $b=-c$ at $u=w$ is at most $240^{\circ}$ according to Lemma 3.8. The turn angle from $a$ to $d$ is the combined angle minus $180^{\circ}$. The claim follows.
- If the turn angle from $b$ to $c$ at the vertex $v$ is nonpositive, note that the turn angles from $a$ to $b$ and from $c$ to $d$ are negative. Therefore the sum of all three is negative and the claim follows.
We can therefore assume that $u \neq w$ and that the turn angle from $b$ to $c$ is positive. This means that the line $\ell$ through $u$ and $w$ is well-defined and unique and that we can rotate the picture such that $\ell$ is horizontal, $u$ is to the left of $w$ and $v$ is below $\ell$. So Figure 3.11 does in fact describe the only interesting situation (however $a$ or $d$ could also be below $\ell$ unlike in the figure).

We define a path $\gamma$ starting at $u$ as follows:

- Counting from $a$, we take the second right turn at $u$ (see Definition 3.22) and leave $u$ along that edge. This is the first edge of $\gamma$.
- From now on, always take the first right turn, unless that edge would lead to $v$. In that case, take the second right turn.
- Terminate as soon as the path either reaches $w$ or as soon as it left the convex hull of $u, v, w$ (this might mean that $\gamma$ only consists of a single edge starting at $u$ ).
We first need to argue that this path is well-defined. In fact, there are no unbalanced vertices in the convex hull of $u, v, w$, so as long as we don't leave it (at which point the path terminates), we only reach balanced vertices and therefore a third edge in case we need it (to avoid $v$ ) always exists. Note that the same argument also implies that $\gamma$ doesn't backtrack.

To show that the path terminates, assume that $\gamma$ never leaves the convex hull of $u, v, w$ but also never reaches $w$. Due to the finiteness of the geodesic net, it must eventually return to a vertex it has visited before. Note that $\gamma$ cannot have visited an unbalanced vertex since it never left the convex hull of $u, v, w$ and by definition never reaches $v$ (the only possibly unbalanced vertex in the convex hull). $\gamma$ therefore includes a closed polygon of balanced vertices which is contained inside the convex hull of $u, v, w$ in its entirety. Assume that this polygon is travelled counterclockwise by $\gamma$ (the clockwise case follows a very similar argument). Consider the rays


Figure 3.12: An example for the situation of Case 1. The upper path is $\gamma$. Note that the turn angle from $a$ to $d$ will be the same, no matter which of the paths we take. The dashed lines are $e_{v}$ and $f_{v}$ respectively.
from $v$ through each of the vertices of that polygon. One of these rays is the furthest to the right. Denote the vertex on the polygon that the ray reaches by $x$ (if there is more than one such vertex, pick the first one the ray reaches). The incoming edge of the path $\gamma$ is reaching $x$ from the left of the ray. Because $x$ is balanced, there must be an edge leaving $x$ to the right of the ray (Lemma 3.5) and that edge cannot reach $v$. Instead of travelling counterclockwise along the polygon, $\gamma$ must therefore have taken one of the edges to the right of the ray, contradicting that $x$ is on the rightmost ray as described above. Therefore, the path indeed terminates at $w$ or leaves the convex hull of $u, v, w$ and is therefore well-defined.

We now work on a case-by-case basis.
Case $1 \gamma$ reaches $w$.
An example of $\gamma$ is given in Figure 3.12. Note that the path $a * \gamma *$ $d$ and the path $a * b * c * d$ fulfil the requirements of conditional path independence as specified in Lemma 3.21. In fact:
(a) Due to $a * b$ taking the first right turn, $a$ lies outside the convex hull and so does $d$. The path $b * c *(-\gamma)$ on the other hand lies in the convex hull. Also, since we consider $u \neq w$, the edges $a$ and $d$ could only share the other endpoint which would contradict the first right turn conditions.
(b) We excluded the trivial case where $b=-c$, so $b * c$ is simple. We argued above that $\gamma$ can never return to a vertex. It follows that $\gamma$ is simple.
(c) $\gamma$ can't use $b$ or $c$ (it avoids any edges incident to $v$ by definition). Therefore, $b * c$ and $-\gamma$ never meet except at the endpoints.
So conditional path independence applies and the claim follows if the turn angle along $a * \gamma * d$ is at most $60^{\circ}$.

If this angle is nonpositive, there is nothing to show. If it is positive, then at some point the turn angle at a vertex on $a * \gamma * d$ must be positive.

Denote by $x$ the first vertex with a positive turn angle and by $y$ the last vertex with a positive turn angle. Note that the following argument still works in case any (or several) of $u, w, x, y$ coincide.

At $x$ : By the First Turn Lemma (Lemma 3.23), $a * \gamma * d$ must have taken the second right turn at $x$. Therefore, $x$ is adjacent to $v$. Denote the incoming edge to $x$ along the path by $e_{i n}$ and the edge from $x$ to $v$ by $e_{v}$. Now, by the Second Turn Lemma (Lemma 3.24), the turn angle from $e_{i n}$ to $e_{v}$ is in $\left(-120^{\circ},-60^{\circ}\right]$.

At $y$ : By the First Turn Lemma (Lemma 3.23), $a * \gamma * d$ must have taken the second right turn at $y$. Therefore, $y$ is adjacent to $v$. Denote the outgoing edge from $y$ along the path by $f_{\text {out }}$ and the edge from $v$ to $y$ by $f_{v}$. Now, by the Second Turn Lemma (Lemma 3.24), the turn angle from $f_{v}$ to $f_{\text {out }}$ is in $\left(-120^{\circ},-60^{\circ}\right]$.

Consider the path $\gamma^{\prime}:=\gamma(\rightarrow x) * e_{v} * f_{v} * \gamma(y \rightarrow)$. Again, conditional path independence applies to $a * \gamma^{\prime} * d$ and $a * b * c * d$. Let's check the three conditions:
(a) $a$ and $d$ still lie outside the convex hull and don't share any endpoints.
(b) $b * c$ is still simple. As long as it follows $\gamma$, the path $\gamma^{\prime}$ must be simple. It could only fail to be simple at $e_{v} * f_{v}$ in the case that these two edges coincide. In that case it would be an admissible backtrack, since by definition (first right turns), $e_{v}$ and $f_{v}$ lie to the right of the remainder of $\gamma^{\prime}$.
(c) Note that $b * c$ is on the boundary of the convex hull whereas $-\gamma^{\prime}$ is in the convex hull. So $b * c$ and $-\gamma^{\prime}$ could meet at edges (for example, if $x=u$, then $e_{v}=b$ ) but for $-\gamma^{\prime}$ to cross $b * c$ transversally to the other side (to produce anything but the the non-transversal counterclockwise orders as given in Definition 3.17), it would have to leave the convex hull which it doesn't.
It follows that it is enough to show that the turn angle along $a * \gamma^{\prime} * d$ is $60^{\circ}$ or less. And in fact note:

- At $x$, the turn angle is in $\left(-120^{\circ},-60^{\circ}\right]$.
- At $v$, the turn angle is at most $180^{\circ}$.
- At $y$, the turn angle is in $\left(-120^{\circ},-60^{\circ}\right]$.
- All other turn angles are (by the choice of $x$ and $y$ ) negative.

Since the turn angle along $a * \gamma^{\prime} * d$ is the sum of these angles, the claim follows.

Case $2 \gamma$ leaves the convex hull of $u, v, w$ and terminates.
We now need to consider three subcases depending on the position of $a, d$ relative to the line $\ell$. Recall that $\ell$ is the horizontal line through $u$ and $w$. Denote by $\bar{\ell}$ the segment of $\ell$ between $u$ and $w$.

Case 2a both $a$ and $d$ lie above $\ell$. Because $\gamma$ left the convex hull of $u, v, w$ and $a$ lies above $\ell$, at some vertex the turn angle along $a * \gamma$ must be positive. Pick the first vertex for which that is the case and call it $x$ (possibly this is $u$ ). Define $e_{i n}$ and $e_{v}$ as above.

We define a path $\epsilon$. Note that the following is the mirror image of the way we found $\gamma$ : At $w$, counting from $d$, take the second left turn. Now always take the first left turn unless the edge leads to $v$ in which case we take the second left turn. The path terminates when reaching $u$ or when leaving the convex hull of $u, v, w$. The same arguments regarding the well-definedness still apply. But note that the resulting path can't actually reach $u$ or otherwise $\epsilon=-\gamma$ and $\gamma$ would have reached $w$, a case we already dealt with.

If we consider $-(d * \epsilon)$ (i.e. $d * \epsilon$ with the opposite orientation), because $d * \epsilon$ left the convex hull of $u, v, w$ and $d$ lies above $\ell$, at some vertex the turn angle along $-(d * \epsilon)$ must be positive. Pick the last vertex for which that is the case and call it $y$ (possibly this is $w$ ). Define $f_{v}$ and $f_{\text {out }}$ as above.

We now have the exact same angle setup as in Case 1 and the claim follows.

Case $2 \mathbf{b} d$ lies on or below $\ell$. This is a rather pathological case that needs particular consideration.

Assume that the turn angle along the path $a * b * c * d$ is more than $60^{\circ}$. This means that the turn angle along $a * \bar{\ell} * d$ is more than $60^{\circ}$ (In this case, it is obvious that conditional path independence applies to these two paths). However, since $d$ lies on or below $\ell$, the turn angle from $\bar{\ell}$ to $d$ must be nonpositive. It follows that the turn angle from $a$ to $\bar{\ell}$ must be more than $60^{\circ}$. In particular, the first edge of $\gamma$ must lie inside the convex hull, otherwise $a * \gamma$ would take a turn of more than $60^{\circ}$ at $u$, which contradicts the Second Turn Lemma (Lemma 3.24).

Consider the following path which we call $\gamma_{+}$: Truncate the path $\gamma$ so that it terminates at the point where it intersects $\bar{\ell}$ for the last time. This means it most likely won't terminate on a vertex but in the middle of an edge. Now continue along $\bar{\ell}$ to $w$.
Note that the last edge of $\gamma$ is either on $\bar{\ell}$ or it starts below $\bar{\ell}$ and ends above it. So the last turn of $\gamma_{+}$onto $\bar{\ell}$ must have been a right turn or no turn at all (nonpositive turn angle).

The three conditions for conditional path independence are again met by $a * b * c * d$ and $a * \gamma_{+} * d$ (see the arguments in case 1 ). So the turn angles must be the same and therefore $a * \gamma_{+} * d$ also has a turn angle of more than $60^{\circ}$. But the last turn of $\gamma+$ had a nonpositive angle and the turn onto $d$ is also negative as argued above, so it follows that the turn angle along the path $\gamma$ must be more than $60^{\circ}$. So there must be at least
one vertex along $\gamma$ with a positive turn angle. Call the first such vertex $x$ and the last such vertex $y$. As usual, we allow $x$ and $y$ to coincide.

Using the same construction as before, we get a path $\gamma^{\prime}=\gamma(\rightarrow$ $x) * e_{v} * f_{v} * \gamma(y \rightarrow)$. Since $\gamma^{\prime}$ and $\gamma$ agree on all edges apart from the middle section where $\gamma^{\prime}$ lies to the right of $\gamma$ and has at most a single admissible backtrack (if $e_{v}=-f_{v}$ ), conditional path independence applies. But note that the turn angle along $\gamma$ is more than $60^{\circ}$, whereas, by the same arguments as in case 1 , the turn angle along $\gamma^{\prime}$ is at most $60^{\circ}$. This contradiction implies that our initial assumption that the turn angle along $a * b * c * d$ was more than $60^{\circ}$ must have been wrong.

Case 2c $a$ lies on or below $\ell$. This case is simply the mirror image of Case 2b.

## Circumference

Recall that we are considering a geodesic net $G$ on the plane, which is a connected graph embedded in $\mathbb{R}^{2}$. In this context, note the following definition, which is quoted from [GYo6], page 312.

Definition 3.26. Consider a face $F$ of an embedded graph $G$. The boundary walk of $F$ is a closed walk in $G$ that corresponds to a complete transversal of the perimeter of the polygonal region within the face. Note that vertices and edges can reoccur in a boundary walk. In particular, if both sides of an edge lie on a single region, the edge is retraced on the boundary walk.

Using the concept of boundary walks, we can define the following:
Definition 3.27. Since $G$ is a connected graph embedded in $\mathbb{R}^{2}$, it has exactly one outer face, which is the unbounded component of $\mathbb{R}^{2} \backslash G$. We call the boundary walk of this outer face the circumference of $G$. By convention, we orient it counterclockwise, i.e. such that the outer face lies to the right of the curve. For an example, see Figure 3.13.

Note that it is possible that the circumference, being a boundary walk, travels the same edge or vertex several times (as in the figure). It does not, however, cross itself transversally. Otherwise it would enclose other faces.

Lemma 3.28. The circumference must always take the first right turn when going through a balanced vertex (see Definition 3.22).

Proof. If the circumference took any other edge but the immediately following edge $e$ in counterclockwise order at a vertex, note that $e$ would lie to the right of the circumference. However, by definition, the circumference is a boundary walk and can therefore never cut off any edges from the graph.


Figure 3.13: Example for the circumference of a graph which is the path resulting from "shrinking" the grey curve onto the graph.

An immediate consequence of the previous lemma and Lemma 3.23 is:
Lemma 3.29. The turn angle at each balanced vertex on the circumference must be negative.

We can now conclude:
Lemma 3.30. The circumference includes unbalanced vertices.
Proof. Otherwise the circumference would only visit balanced vertices. By the previous lemma, the turn angle at each vertex would therefore be negative. This implies that the turn angle along the whole circumference is negative. We now have a closed clockwise path such that the unbounded component of $\mathbb{R} \backslash G$ lies to the right of it and therefore inside a curve. This is a contradiction.

### 3.4 MAIN PROOF ON THE FLAT PLANE

We can now prove the main result of Theorem 3.3 for the case of a geodesic net on the Euclidean plane. We will cover the case of nonpositive curvature in Section 3.5 .

Lemma 3.31. A geodesic net on the Euclidean plane with three unbalanced vertices has at most one balanced vertex.

Proof. First, if the geodesic net $G$ includes any edges that start and end at an unbalanced vertex, we remove them. This leads to two cases:
(a) We get a geodesic net $G^{\prime}$ with fewer unbalanced vertices (since removing an incident edge might balance a previously unbalanced vertex). So $G^{\prime}$ has one or two unbalanced vertices and therefore no balanced vertices as demonstrated previously. It follows that $G$ also has no balanced vertices and we are done.
(b) We get a geodesic net $G^{\prime}$ with the same number of unbalanced and balanced vertices as $G$. In this case, it suffices to study $G^{\prime}$.
We can therefore assume that no such "irrelevant edges" exist ${ }^{1}$.
We can assume that the three unbalanced vertices $x, y, z$ are not collinear (otherwise the interior of their convex hull is empty and by Lemma 3.10, there are no balanced vertices). This implies that $x, y, z$ are arranged on a triangle.

All balanced vertices must lie inside the triangle formed by these three points.

Claim: We can assume that removing any one of $x, y, z$ must not disconnect $G$.
If, say, removing $x$ would disconnect the geodesic net, consider the following process: Remove $x$, splitting $G$ into at least two connected components and add a copy of $x$ to each of them. Each of the resulting components must contain at least two unbalanced vertices (otherwise the component would have no vertices besides $x$ which isn't possible). But there are only three unbalanced vertices in total and at least two components. Therefore, each component has at most two unbalanced vertices and therefore no balanced vertices. We deduce that there is a total of zero balanced vertices.

Denote the circumference of the geodesic net by the path $\gamma$.
Claim: $\gamma$ travels through each of $x, y, z$ exactly once.
First note that the circumference must reach each of the three at least once, since the geodesic net is connected and $x, y, z$ are on the boundary of the geodesic net. If it travelled through, say, $x$ twice, removing $x$ would split up $G$, a case we just excluded.

This implies that $\gamma$ either visits the three unbalanced vertices in the order $x, y, z$ or in the order $x, z, y$. After relabeling if necessary, we assume the order is $x, y, z$.

Therefore, the circumference travels along vertices in the order

$$
x, u_{1}, \ldots, u_{r}, y, v_{1}, \ldots, v_{s}, z, w_{1}, \ldots, w_{t}, x
$$

where all the $u_{i}, v_{j}, w_{k}$ are balanced vertices.
First note that on the circumference, two unbalanced vertices never follow directly because we would have an "irrelevant edge". This implies $r, s, t \geq 1$. We will argue that $r=s=t=1$.

1 This is in accordance with our conventions in Section 1.3.


Figure 3.14: The circumference around the vertex $y$. Compare with Figure 3.11

Consider the neighbourhood of the vertex $y$ in the following sense (compare Figure 3.14 to Figure 3.11):

- The edge entering $u_{r}$ is called $a$.
- $u_{r}$ is called $u$
- The edge from $u_{r}$ to $y$ is called $b$.
- $y$ is called $v$.
- The edge from $y$ to $v_{1}$ is called $c$.
- $v_{1}$ is called $w$.
- The edge leaving $v_{1}$ is called $d$.

Since there are only three unbalanced vertices, no unbalanced vertices are inside the convex hull of $u, v, w$.

We now have the setup of the $60^{\circ}$ Lemma (Lemma 3.25) and can conclude that the turn angle from $a$ to $d$ is at most $60^{\circ}$. In other words: The sum of the turn angles at $u_{r}, y$ and $v_{1}$ is at most $60^{\circ}$. We will abuse notation and use the names for the vertices also for the turn angles of the circumference at these vertices. So we can write:

$$
\begin{equation*}
u_{r}+y+v_{1} \leq 60^{\circ} \tag{3.1}
\end{equation*}
$$

By analogous arguments around $x$ and $z$ we get

$$
\begin{align*}
w_{t}+x+u_{1} & \leq 60^{\circ}  \tag{3.2}\\
v_{s}+z+w_{1} & \leq 60^{\circ} \tag{3.3}
\end{align*}
$$

Note that the circumference is essentially simple as specified by Definition 3.18:

- Backtracking could only happen while visiting one of the unbalanced vertices, since at balanced vertices, the circumference always takes the first right turn (see Lemma 3.28). If backtracking happened at, say, $x$, note that then $w_{t}$ and $u_{1}$ would be the same balanced vertex. $\gamma$ takes the first right turn both before and after visiting $x$, so
double backtracking would imply that $u_{1}=w_{t}$ has degree 2 which is impossible for a balanced vertex. Also, since we do right turns right before and after $x$, the edge to/from $x$ must lie to the right of the remainder of the circumference. We conclude that if backtracking happens, it is admissible.
- Since the circumference is a boundary walk, it can never cut off any edges, but this would be necessary for a transversal crossing.
Since the circumference is also closed and the outside always lies to the right of it by definition, it is counterclockwise according to Definition 3.19 and Gauß-Bonnet as described in Lemma 3.20 applies:

$$
\begin{equation*}
x+y+z+\sum u_{i}+\sum v_{j}+\sum w_{k}=360^{\circ} \tag{3.4}
\end{equation*}
$$

Now assume that $r>1$ and therefore $u_{1}$ and $u_{r}$ are indeed separate angles. Note that the turn angle at balanced vertices on the circumference must be negative and rewrite equation (3.4) to:

$$
\underbrace{w_{t}+x+u_{1}}_{\leq 60^{\circ}}+\underbrace{u_{r}+y+v_{1}}_{\leq 60^{\circ}}+\underbrace{z}_{\leq 180^{\circ}}+\underbrace{\sum_{i \neq 1, r} u_{i}+\sum_{j \neq 1} v_{j}+\sum_{k \neq t} w_{k}}_{\leq 0}=360^{\circ}
$$

This is a contradiction. It follows that $r=1$. By analogous arguments $s=t=1$ and we have in fact the situation shown in Figure 3.15. This means that the three inequalities (3.1), (3.2), (3.3) can be rewritten as:

$$
u_{1}+y+v_{1} \leq 60^{\circ} \quad w_{1}+x+u_{1} \leq 60^{\circ} \quad v_{1}+z+w_{1} \leq 60^{\circ}
$$

Adding up and rearranging, we get

$$
x+y+z+u_{1}+v_{1}+w_{1} \leq 180^{\circ}-\left(u_{1}+v_{1}+w_{1}\right)
$$

But because of (3.4), we get

$$
360^{\circ}=x+y+z+u_{1}+v_{1}+w_{1} \leq 180^{\circ}-\left(u_{1}+v_{1}+w_{1}\right)
$$

We see that $u_{1}+v_{1}+w_{1} \leq-180^{\circ}$. But then also $x+y+z \geq 540^{\circ}$. Since each of $x, y, z$ can be at most $180^{\circ}$, it follows that

$$
x=y=z=180^{\circ}
$$

That implies $u_{1}=v_{1}=w_{1}$ and therefore $G$ is just a tree with three unbalanced vertices and one degree three balanced vertex in the centre. So in fact, this tree is the only possible geodesic net with three unbalanced vertices that includes any balanced vertices.


Figure 3.15: The circumference of the geodesic net after we have established that $r=s=t=1$. The dashed lines are the lines of reference for the turn angles.

### 3.5 THE CASE OF NONPOSITIVE CURVATURE

In this section, we will establish that Theorem 3.3 holds true for nonpositive curvature on $\mathbb{R}^{2}$ as well:

First note that all local results of Section 3.2, in particular the Special Combined Angle Lemma (Lemma 3.9), apply without alteration on surfaces of any curvature. The global results of Section 3.3 on the other hand necessitate a closer look.

Note that the convex hull of a finite number of points in a plane of nonpositive curvature is still the geodesic polygon with vertices at some of these points. This can be shown using the fact that in a simply connected Riemannian manifold of nonpositive curvature, the exponential map at any point is a diffeomorphism (see theorem 2.6.6 in [Kli82]). Therefore Lemma 3.10 and Lemma 3.11 still apply (where, in the proofs, one replaces straight lines with geodesics). Also, the definition and results regarding the circumference still work without alteration. It is worth noting how we use that we are dealing with a metric on $\mathbb{R}^{2}$ and not an arbitrary surface: We used that the surface is simply connected and the definition of the circumference relies on the notion of an outer face, which uses that $\mathbb{R}^{2} \backslash G$
has exactly one unbounded component. Either of these arguments would fail on, say, the flat torus.

Our version of Gauß-Bonnet for essentially simple curves as given by Lemma 3.20 still applies with the following adjustment: Since we have nonpositive curvature, the turn angle along such a counterclockwise closed path now is $360^{\circ}$ or more. Unlike in flat geometry, we won't have conditional path independence as described by Lemma 3.21. We will see below that we can do without that fact. Note that the First and Second Turn Lemma (Lemma 3.23/Lemma 3.24) again describe local properties and therefore still apply.

We will now prove a generalized version of the flat $60^{\circ}$-Lemma (Lemma 3.25 ) before we prove the main result for nonpositive curvature. The proofs will closely follow the ideas of the flat case.

Lemma 3.32 ( $60^{\circ}$ Lemma, nonpositive curvature). Consider a path going through four edges $a, b, c, d$ of a geodesic net on $\mathbb{R}^{2}$ with a metric of nonpositive curvature and three vertices $u, v, w$ in the order $a, u, b, v, c, w, d$. Assume that
(a) $a \neq-b, c \neq-d$
(b) $u$ and $w$ are balanced ( $v$ can be balanced or not).
(c) $b$ immediately follows $a$ at $u$ (i.e. $a * b$ takes the first right turn).
(d) d immediately follows $c$ at $w$ (i.e. $c * d$ takes the first right turn).
(e) The convex hull of $u, v, w$ contains no unbalanced vertices (except, possibly, $v$ itself).
Then there exists a piecewise geodesic path $\gamma$ contained in the convex hull of $u, v$, $w$ with the following properties:

- $\gamma$ starts at $u$ and ends at $w$.
- The turn angle along $a * \gamma * d$ is $60^{\circ}$ or less.
- $\gamma$ is simple apart from possible admissible backtracks.

Note that we do not require the path to be on the geodesic net. The important difference between the flat version and the version for nonpositive curvature is that we are merely looking for some path along which the turn angle is $60^{\circ}$ or less. This is how we deal with the absence of conditional path independence.

Proof. We can again exclude the two trivial cases where $u=w$ or where the turn angle from $b$ to $c$ is nonpositive. In those cases, the path $\gamma=b * c$ fulfils the required properties.

We arrive at a picture similar to the one in Figure 3.11 with a geodesic triangle bounded by $b, c$ where $\ell$ is the unique geodesic going through $u$ and $w$. As before, $a$ or $d$ could also be below $\ell$ (for a consideration of what "below" means in this case, see Case 2).

We define a path $\gamma$ as before: start at $u$. The first edge of $\gamma$ is given by the second right turn at $u$, counting from $a$. Then $\gamma$ always takes the first right turn (unless it leads to $v$, in which case it takes the second right turn) and terminates at $w$ or once we leave the convex hull. The argument that $\gamma$ is well-defined still applies. For clarification, in the argument that the path terminates, the "rays" from $v$ would now be the geodesic rays starting at $v$ and sweeping out the convex hull/geodesic triangle of $u, v$ and $w$.

We again work on the following cases:
Case $1 \gamma$ reaches $w$. Note that by the same arguments as in the flat case, $\gamma$ fulfills all properties required of a path according to the lemma, except possibly the turn angle. If the turn angle along $a * \gamma * d$ is nonpositive, we are therefore done.

Otherwise, at some point the turn angle at a vertex on $a * \gamma * d$ must be positive. Denote by $x$ the first vertex with a positive turn angle and by $y$ the last vertex with a positive turn angle. Follow the same construction as in the flat case and arrive at a path $a * \gamma(\rightarrow x) * e_{v} * f_{v} * \gamma(y \rightarrow) * d$. Note that now $\gamma^{\prime}:=\gamma(\rightarrow x) * e_{v} * f_{v} * \gamma(y \rightarrow)$ fulfills all requirements of the lemma, including the turn angle along $a * \gamma^{\prime} * d$ which is, as argued before, at most $-60^{\circ}+180^{\circ}-60^{\circ}=60^{\circ}$. The argument that $\gamma^{\prime}$ is simple apart from one possible backtrack is the same as in the flat case.

Case $2 \gamma$ leaves the convex hull of $u, v, w$ and terminates.
Note that the terms of $a$ or $d$ lying "below $\ell$ " or "above $\ell$ " that we use in the following are to be understood in the sense that their tangent vectors at the vertex lie below or above the tangent vector of $\ell$ in the tangent space at the respective vertex, which is divided into two half planes by $\ell$ where the lower half plane $u$ is the one including the tangent vector of $b$ and the lower half plane at $w$ is the one including the tangent vector of $c$. Denote by $\bar{\ell}$ the segment of $\ell$ between $u$ and $w$.

Case 2a both $a$ and $d$ lie above $\ell$. We find our vertex $x$ on the path $\gamma$ as follows: If the turn angle from $a$ to the first edge of $\gamma$ is positive (i.e. the turn angle at $u$ is positive), then we choose $x:=u$. Otherwise we must enter the interior of the convex hull of $u, v$ and $w$ and can consider the following path: Start at $u$, follow $\gamma$ until it would leave the convex hull (at which point it crosses $\bar{\ell}$ ) and then return to $u$ along $\bar{\ell}$. This is a simple, closed, counterclockwise path. The total turn angle along this path must be $360^{\circ}$ or more (since it encloses a region of nonpositive curvature) and has three or more vertices. In particular, one of the vertices not incident to $\bar{\ell}$ must have a positive turn angle. Starting at $u$ going counterclockwise, the first such vertex will be denoted by $x$. The vertex $y$ can be found on a path starting with the second left turn at $d$ and then always taking the first left turn, except if it leads to $v$ (as before, this is the mirror image of the
process of finding $\gamma$ an $x$ ) and we arrive at the familiar situation where we can define a path $u \rightarrow x \rightarrow v \rightarrow y \rightarrow w$ fulfilling the required properties.

Case $2 \mathbf{b} d$ lies on or below $\ell$. As before, this case is rather pathological.
Consider the following path which we call $\gamma_{+}$: Truncate the path $\gamma$ so that it terminates at the point where it intersects $\bar{\ell}$ for the last time. This means it most likely won't terminate on a vertex but in the middle of an edge. Now continue along $\bar{\ell}$ to $w$.

If the turn angle along $a * \gamma_{+} * d$ is $60^{\circ}$ or less, we are done (the argument for $\gamma_{+}$being essentially simple is the same as previously). Otherwise note: The total turn angle along $a * \gamma_{+} * d$ must be more than $60^{\circ}$, the last turn of $\gamma+$ onto $\bar{\ell}$ must be nonpositive (since the last edge of $\gamma$ is on or below $\bar{\ell}$ ) and the turn from $\gamma_{+}$onto $d$ is nonpositive (since $d$ lies on or below $\ell$ ). So there must be at least one vertex along $a * \gamma+$ with a positive turn angle and this is in fact a turn between two edges of the geodesic net. Call the first such vertex $x$ and the last such vertex $y$. As usual, we allow $x$ and $y$ to coincide. Define $e_{v}$ and $f_{v}$ as before and we get a path $\gamma^{\prime}:=\gamma_{+}(\rightarrow x) * e_{v} * f_{v} * \gamma_{+}(y \rightarrow)$ such that the turn angle along $a * \gamma^{\prime} * d$ can be at most $60^{\circ}$. Again the argument that $\gamma^{\prime}$ is simple apart from one possible admissible backtrack remains the same. We now have the path we were looking for.

Case 2c $a$ lies on or below $\ell$. This case is still the mirror image of Case $2 c$.

We can now prove the general version of Theorem 3.3, i.e. the case of three boundary vertices and nonpositive curvature.

Again, we will closely follow the proof for the flat case, i.e. the proof of Lemma 3.31.
Lemma 3.33. A geodesic net on $\mathbb{R}^{2}$ with a metric of nonpositive curvature with three unbalanced vertices has at most one balanced vertex.

Proof. Call the three unbalanced vertices $x, y$ and $z$. The initial observations regarding the circumference still apply to the nonpositive curvature case, so we can reduce to the case where the circumference travels along vertices in the order

$$
x, u_{1}, \ldots, u_{r}, y, v_{1}, \ldots, v_{s}, z, w_{1}, \ldots, w_{t}, x
$$

Where all the $u_{i}, v_{j}, w_{k}$ are balanced vertices with $r, s, t \geq 1$. We will argue that $r=s=t=1$.

Looking back at Figure 3.14, we have the setup of the $60^{\circ}$-Lemma around the vertex $y$. We are using the non-flat version of the lemma this time and get a piecewise geodesic path inside the convex hull of $u_{r}, y, v_{1}$ starting at $u_{r}$ and ending at $v_{1}$ that is simple apart from admissible backtracks and
such that the turn angle from the edge entering $u_{r}$ along this path to the edge leaving $v_{1}$ is at most $60^{\circ}$. Call this path $\alpha_{y}$. In a similar fashion, we get paths $\alpha_{z}$ and $\alpha_{x}$. Recall that the circumference is denoted by $\gamma$.

Assume that $r>1$ which means we can define the following closed counterclockwise path:

$$
\cdots \xrightarrow{\gamma} \underbrace{u_{r} \xrightarrow{\alpha_{y}} v_{1}}_{\leq 60^{\circ}} \xrightarrow{\gamma} v_{s} \xrightarrow{\gamma} \underbrace{z}_{\leq 180^{\circ}} \xrightarrow{\gamma} w_{1} \xrightarrow{\gamma} \underbrace{w_{t} \xrightarrow{\alpha_{x}} u_{1}}_{\leq 60^{\circ}} \xrightarrow{\gamma} \cdots
$$

The angles given above are the turn angles along the respective parts of this path. It is important to point out that we assume $u_{1} \neq u_{r}$ which justifies that the two segments of $\leq 60^{\circ}$ don't overlap.

All other turn angles along this path are negative. Note that GaußBonnet for essentially simple curves as stated in Lemma 3.20 applies: The argument that the circumference $\gamma$ is essentially simple was provided in the flat case. Both $\alpha_{x}$ and $\alpha_{y}$ are simple apart from admissible backtracks as given by Lemma 3.32. Also, we are not using the parts of $\gamma$ visiting $x$ and $y$, therefore $\alpha_{x}$ and $\alpha_{y}$ can not meet $\gamma$ except at their endpoints. Therefore, the resulting path is still essentially simple. So the turn angle along this path should be $360^{\circ}$ or more. However, we can see above that this path has a total turn angle of $300^{\circ}$ or less, a contradiction.
$r=1$ follows. By analogous arguments $s=t=1$ and we arrive at the situation shown in Figure 3.16.

We now consider the following closed path (for further reference, consider Figure 3.16) which we call $\beta$ :

$$
\cdots \xrightarrow{\gamma} \underbrace{u_{1}}_{\leq 60^{\circ}} \stackrel{\alpha_{y}}{\rightarrow} v_{1} \xrightarrow{\gamma} \underbrace{z}_{\leq 180^{\circ}} \xrightarrow{\gamma} \underbrace{w_{1} \xrightarrow{\alpha_{x}} u_{1}}_{\leq 60^{\circ}} \xrightarrow{\gamma} \underbrace{y}_{\leq 180^{\circ}} \xrightarrow{\gamma} \underbrace{v_{1} \xrightarrow{\alpha_{2}} w_{1}}_{\leq 60^{\circ}} \xrightarrow{\gamma} \underbrace{x}_{\leq 180^{\circ}} \xrightarrow[\rightarrow]{\gamma} \cdots
$$

Note that all angles that are not specified are negative and therefore the sum of all turn angles along this path $\beta$ is $720^{\circ}$ or less. We will use the notation Turn $(\beta) \leq 720^{\circ}$.

Claim: $\operatorname{Turn}(\beta)=720^{\circ}$.
$\beta$ crosses itself transversally by design which means it is not essentially simple and we can't apply Gauß-Bonnet directly. We proceed as follows:

Consider the circumference $\gamma$ (given by the solid lines in Figure 3.16) and the path $\alpha:=\alpha_{x} * \alpha_{y} * \alpha_{z}$ (given by the dashed lines in Figure 3.16). $\gamma$ is essentially simple as established before. Each of $\alpha_{x}, \alpha_{y}$ and $\alpha_{z}$ is simple apart from admissible backtracks and they lie in separate convex hulls.

Therefore, their concatenation $\alpha$ is also essentially simple. So Gauß-Bonnet applies to each of $\gamma$ and $\alpha$ and

$$
\left.\begin{array}{l}
\operatorname{Turn}(\gamma) \geq 360^{\circ} \\
\operatorname{Turn}(\alpha) \geq 360^{\circ}
\end{array}\right\} \Rightarrow \operatorname{Turn}(\gamma)+\operatorname{Turn}(\alpha) \geq 720^{\circ}
$$

If we show $\operatorname{Turn}(\beta)=\operatorname{Turn}(\gamma)+\operatorname{Turn}(\alpha)$, the claim follows.
In fact, note that $\beta$ follows $\alpha$ and $\gamma$, only switching between them at $u_{1}$, $v_{1}$ and $w_{1}$. So we need to show that the total turn angle of $\beta$ at $u_{1}$ (which it visits twice) is the same as the sum of the turn angles of $\gamma$ and $\alpha$ at $u_{1}$. The observation for $v_{1}$ and $w_{1}$ will then be the same.

Consider the situation at $u_{1}$ as depicted in Figure 3.17 and observe:

- The turn angle of $\alpha$ is $d$ (dashed-dashed).
- The turn angle of $\gamma$ is $a$ (solid-solid).
- The turn angle of $\beta$ for each of the two visits is $b$ (solid-dashed) and $c$ (dashed-solid) respectively.
We use a negative sign if we go backwards along one of these angles and can see in the figure that $a-c+d-b=0$ and therefore $b+c=a+d$. So


Figure 3.16: The situation described in the final steps of the proof for nonpositive curvature. The solid path is the circumference $\gamma$, the three dashed paths are $\alpha_{x}, \alpha_{y}$ and $\alpha_{z}$ respectively. These paths could reach $x, y$ or $z$ as depicted. Note that since the situation where $u_{1}, v_{1}$ and $w_{1}$ don't coincide is shown to be inadmissible later in the proof, the angles in this picture can't be true to the angles as stated in the proof.


Figure 3.17: The situation at $u_{1}$. To simplify the picture, this sample situation is chosen so that all considered turn angles are negative.
indeed, the sum of the turn angles of $\alpha$ and $\gamma$ at $u_{1}$ is the same as the sum of the turn angles of $\beta$ at $u_{1}$.

Following the same argument at $v_{1}$ and $w_{1}$, we can conclude that in fact $\operatorname{Turn}(\beta)=\operatorname{Turn}(\gamma)+\operatorname{Turn}(\alpha)$.

This finishes the proof of the claim. Note that $\operatorname{Turn}(\beta)=720^{\circ}$ can only be achieved if all turn angles as specified in the definition of $\beta$ above are extremal. In particular, the angles at $x, y$ and $z$ must be equal to $180^{\circ}$. Therefore $u_{1}=v_{1}=w_{1}$ is the single balanced vertex of this geodesic net.

## CONSTRUCTION OF <br> EXAMPLES

In Chapter 3, we proved the following theorem:
Theorem 3.2. Each geodesic net with 3 unbalanced vertices (of arbitrary degree) on the plane endowed with a Riemannian metric of non-positive curvature has at most one balanced vertex.

This raises the obvious question if this theorem can be generalized to a statement about positive curvature or to geodesic nets with more than three vertices. The examples constructed in this section show that such an immediate generalization is not possible:

- In Section 4.1, we will construct a geodesic net on the flat plane with four unbalanced vertices and 28 balanced vertices, illustrating how remarkable the small bound in the case of just three unbalanced vertices is. Recall that we expect no bound for four vertices to exist as stated in Conjecture 2.11.
- As it turns out, the above example will consist of an overlay of several trees. So, while it has a larger number of balanced vertices, it is not irreducible, as we will define in Section 4.2. We proceed with the construction of an irreducible geodesic net with four unbalanced vertices that is not a tree, showing that even for just four unbalanced vertices, quite complex geodesic nets can exist.
- Finally, we will consider positive curvature in Section 4.3 , where we construct an example of a geodesic net with just three unbalanced vertices that has a cycle of three balanced vertices, showing that the bound of the above theorem does not apply in the case of positive curvature.
In this chapter, we will frequently use the notation $A B C$ for the the angle at $B$ from $A$ to $C$.


### 4.1 FOUR VERTICES IN THE PLANE

In the following, we will give a detailed construction of the example geodesic net in flat $\mathbb{R}^{2}$ with four unbalanced vertices and 28 balanced vertices given in Figure 4.2.

We will use the following classical theorem of Euclidean Geometry:
Theorem 4.1. Consider a circle with centre $O$ and three points $A, B, C$ on this circle, in clockwise order. Then the angle AOC is twice as large as the angle $A B C$.

Using this theorem, we can construct the geodesic net. For a visualization, refer to Figure 4.1.

When describing circular arcs below we use the canonical angle on a circle where $0^{\circ}$ describes the rightmost point and we go counterclockwise. The choice of the units 1,2 and 5 during the construction will be justified below.

- Fix two points $P$ and $Q$ with distance 5 units on a vertical axis. The line through $P$ and $Q$ will from now on be called the axis.
- Draw a circular segment of radius 2 centred at $P$ starting at angle $210^{\circ}$ and ending at angle $330^{\circ}$ (so that the outer angle of the circular segment will be $240^{\circ}$ ).
- Draw a circular segment of radius 1 centred at $Q$ starting at angle $30^{\circ}$ and ending at angle $150^{\circ}$ (so that the outer angle of the circular segment will be $240^{\circ}$ ).
- The endpoints of these arcs are denoted by $A, C$ and $X, Z$ respectively. They will be the four unbalanced vertices of the geodesic net.
- Note that now, by Theorem 4.1, any point $B_{i}$ on the circular arc centred at $P$ will have the following property: $C B_{i} A=120^{\circ}$.
- By the same argument, any point $Y_{i}$ on the circular arc centred at $Q$ will give an angle $X Y_{i} Z=120^{\circ}$.
- The vertices $B_{2}$ and $Y_{2}$ will be positioned at the intersection of the two circular arcs with the axis.
- Add the edges $A B_{2}, C B_{2}, B_{2} Y_{2}, X Y_{2}$ and $Z Y_{2}$. We now have two balanced degree 3 vertices $B_{2}$ and $Y_{2}$.
- Find $B_{1}$ as follows: We want to add $B_{1}$ to the circular arc between $A$ and $B_{2}$. We will find the exact position as follows: Note that if $B_{1}=B_{2}$, then

$$
X B_{1} C=X B_{2} C>Y_{2} B_{2} C=120^{\circ}
$$

and if $B_{1}=A$, then

$$
X B_{1} C=X A C \leq 90^{\circ}
$$

Note that $X A C \leq 90^{\circ}$ is due to the fact that the distance from $X$ to the axis is smaller than the distance from $A$ to the axis. By continuity, there now must be some choice for $B_{1}$ on the circular arc between $A$ and $B_{2}$ such that $X B_{1} C=120^{\circ}$.


Figure 4.1: Construction of the geodesic net in Figure 4.2. For better overview, the segments XC and ZA are not displayed. Using Theorem 4.1, we know that if the angle at $P$ is $240^{\circ}$, then the angle $C B_{i} A$ will be $120^{\circ}$. The same is true for the angles $X Y_{i} Z$. The subgraph $G^{\prime}$ is given in dotted lines.

- Now add the edges $A B_{1}, C B_{1}$ and $X B_{1}$ making $B_{1}$ a balanced degree 3 vertex.
- $Y_{1}$ can be found in a very similar fashion: As above, we have to find the position of $Y_{1}$ on the arc between $X$ and $Y_{2}$. Note that if $Y_{1}=Y_{2}$, we would have

$$
Z Y_{1} A=Z Y_{2} A>Z Y_{2} B_{2}=120^{\circ}
$$

and if $Y_{1}=X$, then

$$
Z Y_{1} A=Z X A<120^{\circ}
$$

The inequality $\mathrm{ZXA}<120^{\circ}$ will be justified below. Again by continuity there is a choice for $Y_{1}$ such that $Z Y_{1} A=120^{\circ}$. Add the appropriate edges to make $Y_{1}$ a balanced degree 3 vertex.

- $B_{3}$ and $Y_{3}$ are simply the reflection of $B_{1}$ and $Y_{1}$ along the axis. We add the appropriate edges to make them balanced degree 3 vertices.
- Now add a subgraph $G^{\prime}$ with two degree 3 balanced vertices (shown with dotted lines in Figure 4.1). That adding $G^{\prime}$ is possible should be clear from the figure but will be justified further below.
- Finally, add the two segments $A Z$, and $C X$ (not depicted in Figure 4.1) which will intersect at a vertex $M$ on the axis. This is the single degree 6 vertex of the geodesic net.
We now have a geodesic net with the unbalanced vertices $A, C, X$ and $Z$, with eight balanced degree 3 vertices ( $B_{i}, Y_{i}$ and the two vertices of $G^{\prime}$ ), nineteen balanced degree 4 vertices (these are all the intersections between straight line segments) and one balanced degree 6 vertex ( $M$ ).

During the construction, we made three seemingly liberal choices regarding length: The radii of the two arcs are given as $R=2$ and $r=1$ and the distance between $P$ and $Q$ was chosen to be $d=5$. While these are not the only possible choices, there are still some restrictions on these numbers:

- If $r=R$, the subgraph $G^{\prime}$ added in the last step would intersect the axis in the point $M$. This would produce a geodesic net where $M$ is a vertex of degree 8 , however the total number of balanced vertices is larger if $M$ does not lie on $G^{\prime}$. Therefore, $r \neq R$ gives more balanced vertices.
- Clearly, $d>R+r$ because otherwise the two arcs would intersect.
- We have to choose $R, r, d$ such that the angle $Z X A<120^{\circ}$, a fact we used above. It is an exercise in trigonometry that $R=2, r=1$ and $d=5$ is one such choice but of course not the only one. For the given numbers, we have ZXA $\approx 104^{\circ}$.
- Finally, we have to ensure that the subgraph $G^{\prime}$ "fits" in the picture, i.e. that it is possible to position the two degree 3 vertices in a way that allows all three angles at each vertex to be $120^{\circ}$. The choices we made for $R, r, d$ are one possibility for which, by basic arguments involving the angle sum in triangles and quadrilaterals, adding such a subgraph is possible.
In fact, the restrictions on $R, r$ and $d$ allow for enough freedom that, with any two fixed, the third one can be slightly pertubed still allowing the same construction. In other words, the set of admissible $(R, r, d)$ is an open set in $\mathbb{R}^{3}$.

The geodesic net constructed in this section shows that in the context of Theorem 3.3, we have $f(4) \geq 28$. This example only makes use of degree 3,4 and 6 balanced vertices and is also highly symmetric, suggesting that it is not the maximal example. In fact, we can observe that once we go beyond three unbalanced vertices, we gain much more "freedom" as to how the balanced vertices can be distributed. In particular, for very large degree we should be able to construct with very small restrictions. In the context of the proof in Chapter 3, the $60^{\circ}$ Lemma (Lemma 3.25) "looses its teeth". These observations support the conjectures stated in Chapter 2. In fact, for four unbalanced vertices, other constructions are possible, as the next section shows.

### 4.2 AN IRREDUCIBLE GEODESIC NET THAT IS NOT A TREE

First, consider again the geodesic net in Figure 4.2 that we constructed in the previous section. At first sight, it seems rather complicated. However, as the figure and the details of the above construction highlight, it is essentially an "overlay" of several geodesic nets, each of them being a tree: four geodesic nets with 3 unbalanced vertices and the Fermat point in the middle, and three well-known tree-shaped geodesic nets with 4 unbalanced vertices and 1 or 2 balanced vertices (plus the balanced vertices that appear as points of the intersections of edges of these elementary geodesic nets). With this example in mind, it is of interest to define irreducible geodesic nets as geodesic nets without proper geodesic subnets which are defined as follows

Definition 4.2. $G^{\prime}$ is a proper gedesic subnet of $G$ if
(i) The set of balanced (resp. unbalanced) vertices of $G^{\prime}$ is a subset of the balanced (resp. unbalanced) vertices of $G$.
(ii) The set of edges of $G^{\prime}$ is a non-empty, proper subset of the set $E$ of edges of $G$.

To our knowledge, the only known examples of irreducible geodesic nets with four unbalanced vertices were the trees with 1 or 2 balanced vertices that can be seen at the right side of Figure 4.2.

This brings us to the questions that we are answering below:
Question 4.3. Do there exist irreducible geodesic nets with 4 unbalanced vertices in the Euclidean plane with at least 3 balanced vertices? Can they contain cycles of balanced points?

This section will show that the answer for these questions is yes:
Theorem 4.4. There exists an irreducible geodesic net in the Euclidean plane that has 16 balanced vertices and 4 unbalanced vertices and that is not a tree.

It is tempting to conjecture that our example is one of a series of similar examples with arbitrary large number of balanced vertices, but at the moment this is the only new example of an irreducible geodesic net with four unbalanced vertices that we were able to construct.

## The Construction

Before we start, it is worth noting that the geodesic net $G$ we are constructing here will be symmetric under a rotation by $90^{\circ}$.
$\mathcal{O}=(0,0)$ will denote the origin. The end result of the construction is given in Figure 4.4.


Figure 4.2: A geodesic net in the plane with four unbalanced vertices. While this net has a notable amount of balanced vertices, it is just a union of seven trees as depicted. In other words, in is an "overlay" of more elementary nets and therefore not irreducible as defined in Section 4.2.


Figure 4.3: The octagon in the first step with alternating interior angles of $150^{\circ}$ and $120^{\circ}$. The dashed triangle is used to define the position of $c_{1}$. Note that the side $a_{2} c_{1}$ does not go through $b_{1}$. In fact, the angle $\mathcal{O} a_{2} b_{1}$ is $75^{\circ}$ whereas the angle $\mathcal{O} a_{2} c_{1}$ is just over $76^{\circ}$.

The Octagon of $a_{i}$ and $b_{i}$
Fix four vertices at $a_{1}=(1,0), a_{2}=(0,1), a_{3}=(-1,0)$ and $a_{4}=(0,-1)$. Now add another four vertices $b_{1}, b_{2}, b_{3}, b_{4}$ so that we arrive at an octagon $a_{1} b_{2} a_{2} b_{2} a_{3} b_{3} a_{4} b_{4}$ where the interior angle at each $a_{i}$ is $150^{\circ}$ and the interior angle at each $b_{i}$ is $120^{\circ}$.

## The Four Unbalanced Vertices $c_{i}$

There is a uniquely defined triangle as follows, see Figure 4.3:

- The left side is $a_{2} \mathcal{O}$.
- The angle at $\mathcal{O}$ is $90^{\circ}$.
- The angle at $a_{2}$ is $\arccos \left(\frac{1}{2}-\cos 75^{\circ}\right) \approx 76.04^{\circ}$.

The resulting third vertex of this triangle is denoted by $c_{1}$. By rotation around $\mathcal{O}$ we get vertices $c_{2}, c_{3}$ and $c_{4}$, see Figure 4.4.

## The Fermat Points $d_{i}$

We define $d_{1}$ as follows (again, $d_{2}, d_{3}$ and $d_{4}$ will be defined by rotational symmetry): It is the Fermat point of the triangle $b_{1} c_{1} c_{2}$. Recall that the Fermat point is the unique point $x$ in a triangle such that the angle at $x$ between any two corners of the triangle is $120^{\circ}$. It exists as long as all interior angles of the triangle are less than $120^{\circ}$. So we are left to show:


Figure 4.4: The complete geodesic net with the unbalanced vertices $c_{1}, c_{2}, c_{3}$, $c_{4}$. The zoom-ins are provided for overview of the balanced vertices. The two dotted angles at $a_{1}$ are $180^{\circ}-75^{\circ}=105^{\circ}$ and $180^{\circ}-\arccos \left(\frac{1}{2}-\cos 75^{\circ}\right) \approx 103.96^{\circ}$ respectively. In the zoom-in, they are exaggerated for clarity.

Lemma 4.5. All three interior angles of the triangle $b_{1} c_{1} c_{2}$ are less than $120^{\circ}$.
Proof. It is obvious that the interior angles at $c_{1}$ and $c_{2}$ are less than $120^{\circ}$ (in fact they are both significantly smaller than $90^{\circ}$ ). So it remains to show that the angle at $b_{1}$ is less than $120^{\circ}$. This can be shown as follows:

- $c_{1} \mathcal{O} b_{1}=45^{\circ}$ follows from the symmetries of the octagon.
- The segment $a_{2} c_{1}$ is above the segment $b_{1} c_{1}$ (see Figure 4.3). It follows that

$$
b_{1} c_{1} \mathcal{O}<a_{1} c_{1} \mathcal{O} \approx 180^{\circ}-90^{\circ}-76.04^{\circ}=13.96^{\circ}
$$

- We now have estimates for two of the angles of the triangle with corners $\mathcal{O}, c_{1}, b_{1}$ and get

$$
\begin{aligned}
\mathcal{O} b_{1} c_{1} & =180^{\circ}-c_{1} \mathcal{O} b_{1}-b_{1} c_{1} \mathcal{O}>180^{\circ}-c_{1} \mathcal{O} b_{1}-a_{1} c_{1} \mathcal{O} \\
& \approx 180^{\circ}-45^{\circ}-13.96^{\circ}=121.04^{\circ}
\end{aligned}
$$

- We can use the symmetry of the picture and conclude:

$$
\begin{aligned}
c_{1} b_{1} c_{2} & =360^{\circ}-\mathcal{O} b_{1} c_{1}-c_{2} b_{1} \mathcal{O} \\
& =360^{\circ}-2 \cdot \mathcal{O} b_{1} c_{1} \approx 117.92<120^{\circ}
\end{aligned}
$$

## The Edges

Finally, we add the edges of the geodesic net. We recommend referring again to Figure 4.4 for better understanding.

The following definitions have to be read circular, e.g. $a_{5}$ is the same as $a_{1}$. With that in mind, the edges of the geodesic net for $i=1,2,3,4$ are:

- The edges of the octagon, given by $a_{i} b_{i}$ and $a_{i+1} b_{i}$.
- The radial edges given by $a_{i} c_{i}$.
- The edges given by $a_{i} c_{i+1}$ and $a_{i+1} c_{i}$.
- Finally, the edges for each Fermat point, given by $d_{i} b_{i}, d_{i} c_{i}$ and $d_{i} c_{i+1}$.

The Additional Vertices $x_{i}$
Note that we are getting four additional vertices of degree 6 which are situated on the edge connecting $b_{i}$ and $d_{i}$ (again, see Figure 4.4). We call these vertices $x_{1}, x_{2}, x_{3}$ and $x_{4}$.

## Checking the Edges and the Balance

Lemma 4.6. The net constructed above is a valid geodesic net with four unbalanced vertices, more specifically:

- Different edges can intersect only at their common endpoints (in other words: there never is an "overlay" of edges, so all edges have weight one).
- Each $a_{i}, b_{i}, d_{i}, x_{i}$ is balanced.

Proof. Note again that the picture is rotationally symmetric by design. So we can concentrate on the corner $c_{1} O c_{2}$ (the upper right quadrant).

As long as we prove that none of the edges are parallel, the result follows. We will go through the edges as defined above, adding them step by step.

- It is apparent that none of $a_{1} b_{1}, a_{2} b_{1}$ and $a_{1} c_{1}$ are parallel.
- Adding $a_{1} c_{2}$, note that the angle between $a_{1} b_{2}$ and $a_{1} c_{2}$ is approximately $1.04^{\circ}$, so these two edges are not parallel. It is apparent that $a_{1} c_{2}$ is never parallel to any other edge. By symmetry, adding $a_{2} c_{1}$ doesn't create issues either.
- The line segment $d_{1} b_{1}$ (which consists of the two edges $d_{1} x_{1}$ and $x_{1} b_{1}$ ) is radial at the angle $45^{\circ}$. No other edge is. This finally brings us to the only two interesting edges: adding $d_{1} c_{1}$ and $d_{1} c_{2}$. We will consider the former. Symmetry will then deal with the latter. The only problem could arise if $d_{1} c_{1}$ coincides with the previously added $a_{2} c_{1}$ (which would then also imply that $d_{1}=x_{1}$ ). Elementary calculations involving the angle sum in triangles, however, show that $d_{1} c_{1} \mathcal{O}=15^{\circ}$ whereas $a_{2} c_{1} \mathcal{O} \approx 13.96^{\circ}$. It follows that the two edges in question are not parallel.
We finish with showing that all vertices except the $c_{i}$ are balanced. By symmetry, it is again enough to consider $i=1$ :
- $a_{1}$ is a degree 5 balanced vertex. Putting the origin of the coordinate system at $a_{1}$, the sum of the unit vectors parallel to the five edges can be written as follows (refer to the zoom-in in Figure 4.4):

$$
\begin{aligned}
& \langle 1,0\rangle \\
+ & \left.+\cos \left(180^{\circ}-\arccos \left(1 / 2-\cos \left(75^{\circ}\right)\right)\right), \sin \left(180^{\circ}-\arccos \left(1 / 2-\cos \left(75^{\circ}\right)\right)\right)\right\rangle \\
+ & \left\langle\cos \left(180^{\circ}-75^{\circ}\right), \sin \left(180^{\circ}-75^{\circ}\right)\right\rangle \\
+ & \left.+\cos \left(180^{\circ}+\arccos \left(1 / 2-\cos \left(75^{\circ}\right)\right)\right), \sin \left(180^{\circ}+\arccos \left(1 / 2-\cos \left(75^{\circ}\right)\right)\right)\right\rangle \\
+ & \left\langle\cos \left(180^{\circ}+75^{\circ}\right), \sin \left(180^{\circ}+75^{\circ}\right)\right\rangle=\langle 0,0\rangle
\end{aligned}
$$

In fact, the very reason for choosing the "odd angle" $\arccos (1 / 2-$ $\cos \left(75^{\circ}\right)$ ) early in the construction was to ensure that the $a_{i}$ are balanced.

- $b_{1}$ is a degree three balanced vertex. This follows from the fact that two of the incident edges belong to the octagon, so the angle between them at $b_{1}$ is $120^{\circ}$. The third edge at $b_{1}$ is the bisector of the larger angle between the other two edges by symmetry. The balancedness of $b_{1}$ follows.
- $d_{1}$ is balanced by the definition of a Fermat point.
- Finally $x_{1}$ is just the point of intersection of several straight line segments and is trivially balanced.


## Proof that G is Irreducible

While it is obvious that $G$ is not a tree, we need to show that:
Lemma 4.7. G is irreducible.
Proof. We are going to give a proof by contradiction. Assume that $G^{\prime}$ is a proper geodesic subnet of $G$ as defined in Definition 4.2. First, assume that the set of (balanced) vertices of $G^{\prime}$ does not contain any $a_{i}$. Then $G^{\prime}$ does not contain any edges incident to $a_{i}$. Now it is easy to see that $G^{\prime}$ does not contain any vertices $b_{i}$ as well as edges incident to $b_{i}$. From here, it is easy to see that the edge set of $G^{\prime}$ is empty - a contradiction.

So, we can assume without any loss of generality that $a_{1}$ is a (balanced) vertex of $G^{\prime}$.

A simple check of the $2^{5}$ subsets of edges incident to $a_{1}$ (there are many symmetric cases) show that the only way that $a_{1}$ can be balanced is if all incident edges are used. It follows that $G^{\prime}$ includes all vertices adjacent to $a_{1}$.

We therefore know that $a_{1}, b_{1}, b_{4}, c_{1}, c_{2}, c_{4}$ are in the vertex set of $G^{\prime}$.
Consider $b_{1}$ which is a degree three vertex. Obviously one can't take a proper subset of the set of incident edges to balance $b_{1}$ (and the same will be true for all degree 3 vertices ). It follows that $G_{1}$ includes all vertices adjacent to $b_{1}$.

We therefore know that $a_{1}, a_{2}, b_{1}, b_{4}, c_{1}, c_{2}, c_{4}, d_{1}$ are in the vertex set of $G_{1}$.

Now that $a_{2}$ is in the net, we can reuse the argument based on $a_{1}$ above, adding $b_{2}$ and $c_{3}$ to the picture. Again, reuse previous arguments for $b_{2}$ and it follows that $d_{2}$ and $a_{3}$ are part of $G^{\prime}$. It should now be apparent how to conclude that $c_{4}, b_{3}, d_{3}, a_{4}$ and $d_{4}$ are in $G^{\prime}$.

So $G_{1}$ includes all balanced vertices of $G$, except possibly the $x_{i}$. However, as previously argued, since all the $b_{i}$ and $d_{i}$ are of degree 3 , all their incident edges are in $G^{\prime}$. Also since the $a_{i}$ can only be balanced with all incident
edges included, all edges of $G$ are in $G_{1}$. Since the $x_{i}$ are just points of intersection of edges, they are also in $G$.

We can conclude that $G^{\prime}=G$. So, $G^{\prime}$ is not proper, and we obtain the desired contradiction. Hence, $G$ is irreducible.

### 4.3 THREE VERTICES ON A SURFACE OF POSITIVE CURVATURE

Based on the result for nonpositive curvature in Theorem 3.2, one should consider if similar statements can be made for geodesic nets on surfaces of positive curvature.

There is an example of a geodesic net on the round hemisphere with 3 unbalanced and 3 balanced vertices. The example is given in Figure 4.5 and can be constructed as follows:

- Parametrize the upper hemisphere by latitude ( $0^{\circ}$ is the north pole, $90^{\circ}$ is the equator) and longitude (from $0^{\circ}$ to $360^{\circ}$ ).
- Position three vertices $A, B$ and $C$ as follows: they have longitude $0^{\circ}, 120^{\circ}$ and $240^{\circ}$ respectively and all three have the same latitude $L$ which will be chosen below.
- Note that for each $0^{\circ} \leq L \leq 90^{\circ}$, the three vertices $A, B$ and $C$ form an equilateral geodesic triangle.
- At $L=0^{\circ}$, the triangle is empty, at $L=90^{\circ}$ the triangle has area $2 \pi$. Therefore, for some $0^{\circ}<L<90^{\circ}$, the area is $\pi$. This is the latitude we choose for the three vertices.
- The result is a geodesic triangle where the interior angle at each of $A, B$ and $C$ is $120^{\circ}$. This follows directly from Gauß-Bonnet.
- Finally, position three vertices $X, Y$ and $Z$ at the equator at longitude $0^{\circ}, 120^{\circ}$ and $240^{\circ}$ respectively.
- Add the edges $X A, Y B$ and $Z C$.

The result is a geodesic net with three unbalanced vertices $X, Y, Z$ and three balanced vertices $A, B, C$, each of degree three.

Note that we can avoid the equator altogether by moving up $X, Y$ and $Z$ to a latitude of less than $90^{\circ}$. This implies that the example can be constructed on a surface of positive curvature with no closed (nontrivial) geodesics.

It is obvious that we can extend this example to one on $\mathbb{R}^{2}$ with positive curvature.

Actually, all that is needed for this example is an equiangular geodesic triangle with total curvature equal to $\pi$. Any surface with such a triangle allows this geodesic net to be embedded.

This observation raises the following question:


Figure 4.5: A geodesic net on the unit hemisphere with three unbalanced vertices and three balanced vertices.

Question 4.8. Is there an example of a geodesic net with three unbalanced vertices on $\mathbb{R}^{2}$ endowed with a metric of positive curvature such that the interior of the geodesic net has total curvature less than $\pi$ but still there is more than one balanced vertex?

While we conjecture the answer to this question to be " No ", note that the proofs for the flat and negatively curved cases in Chapter 3 make extensive use of the fact that the turn angle along any counterclockwise path is at least $360^{\circ}$, a fact that isn't true even for small amounts of positive curvature. This conjecture therefore necessitates a different proof.

## THE STAR

The sequence of "stars" $G_{n}(\varphi)$ constructed in this section is a possible example of how a geodesic net can be constructed that fulfills the following requirements:

- The net has 14 unbalanced vertices (of arbitrary degree)
- The net has an arbitrarily large (finite) number of balanced vertices for large enough $n$
- All edges have weight one (as is required by our definition of geodesic nets)
In fact, the third condition is what makes the present construction both interesting but also quite sophisticated. If we allowed integer weights on our edges, there would be much simpler constructions of geodesic multinets with just three unbalanced vertices and an arbitrary number of balanced vertices, see Example 2.5. Assuming the third condition to be true, this star would solve the first part of Conjecture 2.13 with $N_{0}=14$.

Our construction will work as follows: First, we will construct a highly symmetric geodesic multinet $G_{n}(0)$, layer by layer, that provides for an arbitrarily large number of balanced vertices. To arrive at a result as depicted in Figure 5.3, we first need to build a toolbox to be used during the construction.

This highly symmetric net has edges of integer weights and is therefore a geodesic multinet. That is why we will make sure that our construction works for a small deviation from the symmetric case as well, arriving at a geodesic net $G_{n}(\varphi)$. This deviation is intended to split any edges with integer weights into edges with weight one.

As it turns out, showing that for some nonzero deviation $\varphi \in(-\epsilon, \epsilon)$, none of the edges of $G_{n}(\varphi)$ "overlap" necessitates a close look at a quite complicated finite recursive sequence. More precisely, we need to ensure that this sequence never repeats. We will present explicit formulas for this sequence as well as numerical evidence strongly suggesting that this sequence does in fact never repeat.

Assuming that this sequence never repeats, the "stars" constructed in this section would therefore be an example for a sequence of geodesic nets with a fixed number of unbalanced vertices but an arbitrarily large number of balanced vertices.

### 5.1 CONSTRUCTION TOOLBOX

We will first build our "toolbox" to facilitate the construction of the geodesic net below.

## Suspending

Suspending is a process that adds an additional edge to a vertex $v$ to change its imbalance.

Method 5.1 (Single-hook suspension). Consider a vertex $v$ and another vertex $P$, called the hook. We suspend $v$ from $P$ by adding the edge $v P$.


Method 5.2 (Two-hook suspension). Consider a vertex $v$ and two other vertices $P, Q$ such that all three interior angles of the triangle $\Delta P v Q$ are less than $120^{\circ}$.


There is a unique point $F$ - called the Fermat point - inside the triangle $\triangle P v Q$ such that the edges $P F, Q F$ and $v F$ form angles of $120^{\circ}$ at $F$. It can be constructed as follows:

- Let $X$ be the third vertex of the unique equilateral triangle that has base $P Q$ and that is lying outside the triangle $\triangle P v Q$.
- Let $c$ be the unique circle defined by the points $P, Q$ and $X$.
- Note that $c$ and the segment $X v$ intersect at two points: $X$ itself and one other point. That other point is $F$.
That this construction does indeed yield the Fermat point is a result of classic Euclidean Geometry.

We suspend $v$ from $P$ and $Q$ by adding $F$ and the edges $P F, Q F$ and $v F$. Note that now $F$ is a degree three balanced vertex.

The angle between $X v$ and the axis of symmetry of the equilateral triangle will be denoted by $\varphi$ later. Note that if $\varphi=0$, then the picture is symmetric under reflection along $v X$.

## Winging

Winging is a process that turns an unbalanced vertex into a balanced vertex.

Method $5 \cdot 3$ (Winging a degree 2 vertex). Consider an unbalanced vertex $v$ of degree 2 with $\alpha_{i}$ being the larger angle between the two incident edges, i.e. with $180^{\circ}<\alpha_{i}<360^{\circ}$. We can balance this vertex by "spreading wings" as follows: Extend the two incident edges to the other side of the vertex, resulting in a degree 4 balanced vertex.


If $\beta_{i}$ is the smaller of the two angles between the two new edges ("wings"), then $\beta_{i}=360^{\circ}-\alpha_{i}$.

Method $5 \cdot 4$ (Winging a degree 3 vertex). Consider an unbalanced vertex $v$ of degree 3 such that the total imbalance (i.e. the sum of the unit vectors parallel to an edge) is less than 2.

We can balance this vertex by adding two edges in a unique way as follows: Since the imbalance is a vector of length less than 2 , there is one (and only one) way of writing its inverse as the sum of two unit vectors. Add the two corresponding edges that balance the vertex in this way (these edges might coincide with existing edges). We arrive at a balanced vertex of degree 5 .


Note that this construction does not require the picture to be symmetric as in the sketch on the right. However, in the case that it is in fact symmetric, it is important to point out a special relationship: After winging, the picture will remain symmetric and we also get the following angle relation: If we denote the smaller of the two angles between the newly added wings by $\beta_{i}$, basic trigonometry yields $\beta_{i}=2 \cdot \arccos \left(1 / 2-\cos \left(\alpha_{i} / 2\right)\right)$. Also, as long as $\alpha_{i} \neq 2 \arccos (1 / 4)$ the two dashed edges will not coincide with already present edges since then $\beta_{i} \neq \alpha_{i}$.

## About Algebraic and Transcendental Cosines and Sines

Recall the following theorem based on Lindemann-Weierstraß:
Theorem 5.5. If the angle $\alpha$ is algebraic (in radians), then $\cos \alpha$ and $\sin \alpha$ are transcendental.

We will fix an angle $\alpha_{0}>240^{\circ}$ which will be close to $240^{\circ}$, but so that $\alpha_{0}$ is in fact algebraic (and therefore its sine and cosine are transcendental, a property that we will need below). We will choose $\alpha_{0}=88 / 21(\mathrm{rad}) \approx$ $240.1^{\circ}$, but of course any other algebraic angle closer to $240^{\circ}$ would also work.

Also note that the cosine and sine of rational multiples of $\pi$ are algebraic (since they are the real an imaginary parts of roots of unity).

We will use these facts about algebraic numbers below.

## The Parameters $n$ and $\varphi$

The construction of the geodesic net $G_{n}(\varphi)$ relies on two parameters, the number of layers $n$ and the deviation angle $\varphi$.

We will start with an outer circle, that is fixed and doesn't change under any of the parameters. We then proceed and construct an inner circle whose deviation from the symmetric case is measured by the angle $\varphi$. This inner circle is the "zeroth layer" of the construction. We will then add a total of
$n$ layers, producing more and more balanced vertices while keeping the number of unbalanced vertices fixed.

## Outer Circle

The outer circle is given by seven equiangularly distributed points on a circle. These seven vertices will be one half of the 14 unbalanced vertices of the resulting net.

Note that the whole construction will be scaling invariant, so we can choose an arbitrary radius for the outer circle. We will fix the scale of the picture further below.

Whenever we will use the process of suspending a vertex as defined above, the hooks will be two neighbouring vertices on the outer circle or a single vertex on the outer circle.


Figure 5.1: Outer circle and inner circle (= zero-th layer), symmetric case (left) and deviated case (right). Note that for fixed $\alpha_{0}$, there is a unique way to construct the inner circle from the outer circle once the deviation $\varphi \in(-\epsilon, \epsilon)$ is given. The reference point for deviation is given by $X$, which is the third point of the equilateral triangle that has two adjacent points $P$ and $Q$ on the outer circle as base. Note that the seven points on the inner circle are always deviated by the same angle $\varphi$. In other words: with deviation, there is no reflectional symmetry anymore, but rotational symmetry is maintained.

## Inner Circle

The inner circle is defined as follows: First, we fix $\alpha_{0}$ as specified above. Note that this angle will not change under deviation later. Fix two neighbouring points $P$ and $Q$ on the outer circle and let $X$ be the third vertex of the equilateral triangle with base $P Q$ that lies outside the outer circle (see Figure 5.1). Recall that we are provided a deviation angle $\varphi \in(-\epsilon, \epsilon)$. Consider the segment $O X$ (where $O$ is the center of the outer circle) and rotate this segment around $X$ by $\varphi$. There is a unique vertex $v$ on the resulting segment such that $\angle P v Q=\alpha_{0}$. This is one vertex of the inner circle. The other six vertices of the inner circle are then provided by rotational symmetry (again, see Figure 5.1).

We then connect the outer and inner circles by edges as depicted. To later simplify calculations, we now scale the picture so that the radius of the inner circle is 1 .

### 5.2 THE ITERATIVE CONSTRUCTION

The initial setup of outer and inner circle as described above is denoted as $G_{0}(\varphi)$. It is a geodesic net with 14 unbalanced and no balanced vertices.

We will now add layers to $G_{0}(\varphi)$ to arrive at geodesic multinets $G_{0}(\varphi), G_{1}(\varphi), \ldots, G_{n}(\varphi)$ with the following properties:

- Each $G_{i}(\varphi)$ has 14 unbalanced vertices.
- The number of balanced vertices goes to infinity as $n \rightarrow \infty$.

So by choosing $n$ large enough, we get a geodesic multinet $G_{n}(\varphi)$ with 14 unbalanced vertices and $N$ balanced vertices.

However, we want to construct a geodesic net, i.e. at net where all edges have weight one. As stated above: If we allowed for weighted edges, much simpler examples could be constructed.

In light of that requirement, we will observe the following:

- If we do not introduce deviation, i.e. if we fix $\varphi=0$, we get a highly symmetric geodesic multinets $G_{n}(0)$, since many edges used in the construction will overlap. This means that some edges would need to be represented using integer weights.
- However, for small nonzero $\varphi \in(-\epsilon, \epsilon)$, we get a net $G_{n}(\varphi)$ with significantly less symmetry and for which numerical results strongly suggest that all edges intersect transversally (if at all). So this is in fact a geodesic net with edges of weight one.


## About the Feasibility of the Process and Smooth Dependence

As we will see in the constructive process below, there are certain requirements on the behaviour of angles and lengths that are necessary to make this construction possible. We will proceed as follows:

- We will first describe the construction, which will be the same for the non-deviated and the deviated case. This construction will use several such requirements.
- We will then prove that all requirements are fulfilled for the nondeviated case $\varphi=0$.
- We will observe that each iteration of the construction smoothly depends on the previous one.
- Since all our requirements turn out to be restrictions of angles and lengths to open intervals and since the construction smoothly (and therefore continuously) depends on the initial setup, the requirements will also be fulfilled for small $\varphi \in(-\epsilon, \epsilon)$.


## Iterative Process

We denote the set of vertices on the outer circle by $V_{-1}$ and on the inner circle by $V_{0}$ and proceed to construct $V_{i}$ for $i \geq 1$.

The reader is encouraged to first consult Figure 5.2 that explains the process visually.

Consider the vertices of $V_{i}$, each of which is a degree 2 vertex that is adjacent to two vertices of $V_{i-1}$. Using the 14 connecting edges, we get a 14-gon whose vertices alternate between vertices of $V_{i-1}$ and vertices of $V_{i}$. For the interior angle $\alpha_{i}$ at the vertices $V_{i}$ (not at the vertices of $V_{i-1}$ ), one of the following two cases can occur: $\alpha_{i}>180^{\circ}$, called Case A; or $\alpha_{i}<180^{\circ}$, called Case B (We justify $\alpha_{i} \neq 180^{\circ}$ for all $i$ later).

Case A: $\alpha_{i}>180^{\circ}$. In this case, the vertices of $V_{i}$ are unbalanced vertices of degree 2 such that we can wing a degree 2 vertex getting an angle $\beta_{i}=$ $360^{\circ}-\alpha_{i}<180^{\circ}$ as described in Method 5.3. Each wing will end as soon as it intersects with another wing. At those seven points of intersection, we fix the seven vertices of $V_{i+1}$. Proceed to the next iteration.

Examples for Case A in Figure 5.2 are the first two steps, namely the grey and red vertices.

Case B: $\alpha_{i}<180^{\circ}$. In this case, we will first add an outwards edge to each vertex of $V_{i}$ using suspension. We distinguish two cases by the parity of $i$.

Case $\mathbf{B}_{1}, i$ is even:. In this case, by construction, each vertex $v$ of $V_{i}$ is close to a radial line through the origin and at the half-angle between


Figure 5.2: First steps of the construction for $\alpha_{0}=240^{\circ}$ and $\varphi=0$.
Top left: Outer vertices ( $V_{-1}$, black) and inner vertices ( $V_{0}$, grey)
Top centre: The vertices of $V_{0}$ (grey) have been winged and the wings meet at the new vertices of $V_{1}$ (red)
Top right: The vertices of $V_{1}$ (red) have been winged and the wings meet at the new vertices of $V_{2}$ (green)
Bottom: The vertices of $V_{2}$ (green) first were suspended (note the edges from green to grey and the double weight on the outer edges) and then were winged. The wings meet at the new vertices of $V_{3}$ (blue) After these first three steps, the seven vertices on the outer circle as well as the vertices of $V_{3}$ are unbalanced. There are 21 balanced vertices indicated. During the construction, we also get additional "accidental" degree four balanced vertices at points of intersection. For the next step, the dashed edges would be added to suspend the vertices of $V_{3}$ (blue) and then each of them would be "winged" again.
two outer vertices $P$ and $Q$ (for deviation $\varphi=0, v$ is in fact on that radial line). Consider the triangle $\Delta P v Q$. For the angles, it is clear that $v P Q, P Q v \leq 90^{\circ}<120^{\circ}$. Furthermore note that $v$ is inside the inner circle (we will prove this in Lemma 5.9). Even if $v$ were on the inner circle, we would have $Q v P<120^{\circ}$ (by the choice of $\alpha_{0}>240^{\circ}$ ). So since $v$ is inside the inner circle, we still have $Q v P<120^{\circ}$. Consequently, we can do a two-hook suspension of $v$ from the hooks $P$ and $Q$ as described in Method 5.2.
An example for Case B1 in Figure 5.2 is the third step, namely the green vertices.

Case B2, $i$ is odd:. In this case, by construction, each vertex $v$ of $V_{i}$ is close to a radial line through the origin and one of the vertices $P$ on the outer circle (again, for deviation $\varphi=0, v$ is on that radial line). We will do a one-hook suspension of $v$ from $P$ by adding their connecting edge as described in Method 5.1.

An example for Case B2 in Figure 5.2 is the fourth step, namely the blue vertices.

After applying case $\mathbf{B I}_{1}$ or $\mathbf{B} \mathbf{2}$, each vertex of $V_{i}$ now is a degree 3 unbalanced vertex. We will prove below that it has imbalance of less than 2. Therefore, we can wing this vertex of degree 3 as described in Method 5.4. Each wing will end as soon as it intersects with another wing. At those seven points of intersection, we fix the seven vertices of $V_{i+1}$. Proceed to the next iteration.
This describes the whole construction. An example of the non-deviated case $(\varphi=0)$ can be found in Figure 5.3. We are left to show that the claims that make this construction possible are actually true.

## Helpful Lemmata

The above construction implicitly uses several geometric facts which we will prove in this section. It is interesting to note that parts of the following lemma could be proven similarly for a construction starting with more than 7 outer vertices, but fail for 6 vertices. More specifically, we prove $\alpha_{i}>120^{\circ}$ below, which would not be true if we started with $3,4,5,6$ vertices. This is the reason for the seemingly arbitrary choice of seven as the "magic number" of the construction.

Note the following:
Lemma 5.6. The positions of all vertices depend smoothly on the deviation $\varphi$.
Proof. The outer circle never moves. The definition of the inner circle (which is the layer $V_{0}$ ) makes it clear that the position of the vertices of that layer depend smoothly on $\varphi$.


Figure 5.3: $G_{100}$ of the non-deviated case. The 14 circled vertices are the only unbalanced vertices of this geodesic net. Note that some edges have integer weights of more than 1 . Those are the radial edges, as well as the edges of the outermost 14 -gon. After introducing deviation, these edges will split into weight-one-edges.

Since, to find all the other layers, we are using nothing but suspending and winging as defined previously, we only need to check those processes. Assume the position of the vertices up to $V_{i}$ depend smoothly on $\varphi$.

- The angles of the incoming edges to $V_{i}$ from $V_{i-1}$ only depend on the positions of $V_{i}$ and $V_{i-1}$ which depend smoothly on $\varphi$ by induction hypothesis.
- If one-hook suspension is necessary: $P$ is on the outer circle, so it doesn't change under $\varphi$. Since the position of $v$ depends smoothly on $\varphi$, so does the angle of the hooking edge. So the imbalance of $v$ before winging will change smoothly.
- If two-hook suspension is necessary: $P, Q$ and $X$ don't change under $\varphi$. Since the position of $v$ depends smoothly on $\varphi$, so does the angle of the hooking edge. So the imbalance of $v$ before winging will change smoothly.
We now have established that the angles of all incoming edges to the vertices of $V_{i}$ and therefore the imbalance at the vertices of $V_{i}$ after possible suspension depend smoothly on $\varphi$. Checking the two possibilities for winging, it is apparent that the angles of the outgoing wings depend smoothly on the imbalance. Since the vertices of the next layer are defined to be the intersection of those wings, the positions of the next layer depend smoothly on $\varphi$.

Note that all the following lemmas assert inequalities regarding angles and distances. In light of the previous lemma, it is therefore enough to prove them for $\varphi=0$. By smooth dependence (and therefore continuous dependence), they are then still true for small $\varphi \in(-\epsilon, \epsilon)$.

We will first prove the following technical lemma, the usefulness of which will be apparent later.
Lemma 5.7. Consider the angles $\alpha_{i}$ and $\beta_{i}$ as the angle between the incoming edges and the angle between the outgoing edges during winging (see the figures describing the winging process). We have:
(a) $\alpha_{i} \neq 180^{\circ}, 2 \arccos (1 / 4)$ for all $i \geq 0$
(b) $120^{\circ}<\alpha_{i}<190^{\circ}$ for all $i \geq 1$
(c) $120^{\circ}<\beta_{i}<180^{\circ}$ for all $i \geq 1$

Proof. As established, it is enough to consider the symmetric case $\varphi=0$.
Recall that $\alpha_{0}=88 / 21(\mathrm{rad}) \approx 240.1^{\circ}$ and therefore $\beta_{0} \approx 119.9^{\circ}$. The formulas for $\beta_{i}$ depending on $\alpha_{i}$ were derived above when winging was defined:

$$
\beta_{i}=\left\{\begin{array}{lll}
360^{\circ}-\alpha_{i} & \alpha_{i}>180^{\circ} & \text { (winging of degree } 2 \text { vertex) } \\
2 \cdot \arccos \left(\frac{1}{2}-\cos \frac{\alpha_{i}}{2}\right) & \alpha_{i}<180^{\circ} & \text { (winging of degree } 3 \text { vertex) }
\end{array}\right.
$$

Furthermore, since the vertices of $V_{i}$ and the vertices of $V_{i+1}$ form a 14-gon for which the interior angles at $V_{i}$ are $\beta_{i}$ (outgoing edges) and the interior angles at $V_{i+1}$ are $\alpha_{i+1}$ (incoming edges), we have

$$
7 \beta_{i}+7 \alpha_{i+1}=12 \cdot 180^{\circ} \Leftrightarrow \alpha_{i+1}=\frac{12 \cdot 180^{\circ}}{7}-\beta_{i}
$$

For a visualization of the interdependence of these sequences see Figure 5.4.

Note that after proving (a), it is indeed clear that we do not need to consider the case $\alpha_{i}=180^{\circ}$. We proceed by induction. Note that (a) starts at $i=0$ whereas (b) and (c) start at $i=1$ :
(a) Recall that $\cos \alpha_{0}$ is not algebraic (by our initial choice of $\alpha_{0}$, see above). We will prove the following fact which will imply the required result: $\cos \alpha_{i}$ is never algebraic for $i \geq 0$. The base case is given.
To proceed with induction, first consider the case where $\alpha_{i}>180^{\circ}$ and therefore

$$
\begin{aligned}
& \alpha_{i+1}=\frac{12 \cdot 180^{\circ}}{7}-360^{\circ}+\alpha_{i} \\
\Rightarrow \cos \alpha_{i+1} & =\cos \left(\frac{12 \cdot 180^{\circ}}{7}-360^{\circ}+\alpha_{i}\right) \\
\Rightarrow \cos \alpha_{i+1} & =\cos \left(\frac{12 \cdot 180^{\circ}}{7}+\alpha_{i}\right) \\
\Rightarrow \cos \alpha_{i+1} & =\cos \frac{12 \cdot 180^{\circ}}{7} \cos \alpha_{i}-\sin \frac{12 \cdot 180^{\circ}}{7} \sin \alpha_{i} \\
\Rightarrow \cos \alpha_{i+1} & =\cos \frac{12 \cdot 180^{\circ}}{7} \cos \alpha_{i}-\sin \frac{12 \cdot 180^{\circ}}{7} \sqrt{1-\cos ^{2} \alpha_{i}}
\end{aligned}
$$

It follows that $\cos \alpha_{i+1}$ is algebraic if and only if $\cos \alpha_{i}$ is algebraic.
Similarly, if $\alpha_{i}<180^{\circ}$, then

$$
\begin{aligned}
& \alpha_{i+1}=\frac{12 \cdot 180^{\circ}}{7}-2 \cdot \arccos \left(\frac{1}{2}-\cos \frac{\alpha_{i}}{2}\right) \\
\Rightarrow & \cos \left(\frac{\alpha_{i+1}}{2}-\frac{6 \cdot 180^{\circ}}{7}\right)=\frac{1}{2}-\cos \frac{\alpha_{i}}{2} \\
\Rightarrow & \cos \frac{\alpha_{i+1}}{2} \cos \frac{6 \cdot 180^{\circ}}{7}+\sin \frac{\alpha_{i+1}}{2} \sin \frac{6 \cdot 180^{\circ}}{7}=\frac{1}{2}-\cos \frac{\alpha_{i}}{2} \\
\Rightarrow & \cos \frac{\alpha_{i+1}}{2} \cos \frac{6 \cdot 180^{\circ}}{7}+\sqrt{1-\cos ^{2} \frac{\alpha_{i+1}}{2}} \sin \frac{6 \cdot 180^{\circ}}{7}=1 / 2-\cos \frac{\alpha_{i}}{2}
\end{aligned}
$$



Figure 5.4: The interdependences of $\alpha_{i}, \beta_{i}$ and $x_{i}$

It follows that $\cos \frac{\alpha_{i+1}}{2}$ is algebraic if and only if $\cos \alpha_{i}$ is algebraic. But note that $\cos \alpha_{i+1}=\cos ^{2} \frac{\alpha_{i+1}}{2}-\sin ^{2} \frac{\alpha_{i+1}}{2}$. Therefore $\cos \alpha_{i+1}$ is algebraic if and only if $\cos \frac{\alpha_{i+1}}{2}$ is algebraic. The claim follows.
(b) The base case for $\alpha_{1}$ can be verified by calculation. Now assume $120^{\circ}<\alpha_{i}<190^{\circ}$ and consider $\alpha_{i+1}$. We have two cases. If $\alpha_{i}>180^{\circ}$, then

$$
\alpha_{i+1}=\frac{2160^{\circ}}{7}-360^{\circ}+\alpha_{i}
$$

We can see that $120^{\circ}<\alpha_{i+1}<190^{\circ}$ is true provided $180^{\circ}<\alpha_{i}<$ $190^{\circ}$. If, on the other hand, $\alpha_{i}<180^{\circ}$, then

$$
\alpha_{i+1}=\frac{2160^{\circ}}{7}-2 \cdot \arccos \left(\frac{1}{2}-\cos \frac{\alpha_{i}}{2}\right)
$$

It follows that $\alpha_{i+1}$ is an increasing function of $\alpha_{i}$ for $120^{\circ}<\alpha_{i}<180^{\circ}$ and that for $\alpha_{i}=120^{\circ}$ we get $\alpha_{i+1} \approx 129^{\circ}$ whereas for $\alpha_{i}=180^{\circ}$ we get $\alpha_{i+1} \approx 188^{\circ}$. So $120^{\circ}<\alpha_{i+1}<190^{\circ}$ is indeed the case.
(c) The bounds for $\beta_{i}$ are immediate from the bounds on $\alpha_{i}$ and the formula for $\beta_{i}$ above.

We can now proceed to prove facts that were relevant to our construction.
Lemma 5.8. In the construction as defined above:
(a) The incoming edges never meet at an angle of $\alpha_{i}=180^{\circ}$, i.e. we always end up with Case A or Case B as described in the construction.
(b) The total imbalance before winging, even after possible suspension, is always less than 2, i.e. winging is always possible.
(c) The outgoing edges produced by winging a degree 3 vertex never coincide with the incoming edges.
(d) The incoming edges never meet at an angle of $\beta_{i}=180^{\circ}$, i.e. their point of intersection (which defines the point in the next layer) is uniquely defined.

Proof. It is again enough to consider the symmetric case $\varphi=0$ since each of the asserted properties can be expressed as an inequality, so they remain true for small $\varphi \in(-\epsilon, \epsilon)$.
(a) This is given explicitly in the previous lemma.
(b) $\alpha_{i}$ is the angle between incoming edges. Since $120^{\circ}<\alpha_{i}<190^{\circ}$ (see previous lemma), the imbalance produced by the two incoming edges is always less than 1 . Suspension adds an imbalance of at most 1. Therefore the total imbalance is less than 2.
(c) We are considering the symmetric case. As stated in the definition of winging, the edges would only coincide if $\alpha_{i}=\beta_{i}$ which requires $\alpha_{i}=2 \arccos (1 / 4)$, which is never the case by the previous lemma.
(d) This is again given explicitly in the previous lemma.

Finally, we asserted that adding a Fermat point for two-hook suspension is always possible if necessary. This assertion was based on the following fact:

Lemma 5.9. All layers $V_{i}$ lie strictly inside the inner circle for $i \geq 1$. Furthermore, the radius of the layers goes to zero as $i \rightarrow \infty$.

Proof. We will again only consider the symmetric case. By smooth dependence on $\varphi$, the claim follows for the deviated case.

Recall that we scaled the construction so that the inner circle is at a radius of $x_{0}=1$. During the construction as defined above, if we denote by $x_{i}$ the distance of the vertices of the $i$-th layer from the origin, the claim follows if we prove $x_{i}<1$ for all $i \geq 1$ and that $x_{i} \rightarrow 0$ as $i \rightarrow \infty$. Note that in the symmetric case:

$$
x_{i+1}=x_{i} f\left(\beta_{i}\right) \quad \text { where } f\left(\beta_{i}\right)=\frac{\sin \beta_{i} / 2}{\sin \left(1080^{\circ} / 7-\beta_{i} / 2\right)} \quad \text { (see Figure 5.5) }
$$

where the formula for $\beta_{i}$, which in itself depends on $\alpha_{i}$, can be found above.

By brute force calculation (for $\alpha_{0}=88 / 21$ ), we can verify the following:

- $x_{i}<1$ for $1 \leq i \leq 8$
- $x_{9}<0.7$
- $180^{\circ}<\alpha_{9}<190^{\circ}$

We will now proceed to prove $x_{i}<1$ for $i>9$, using the fact that the values of $x_{i}$ are going through loops, at the end of which $x_{i}$ will have decreased. This can be formalized by the following claim:


Law of sines:

$$
\frac{x_{i+1}}{\sin \beta_{i} / 2}=\frac{x_{i}}{\sin \left(180^{\circ}-360^{\circ} / 14-\beta_{i} / 2\right)}
$$

Figure 5.5: Finding the relation between $x_{i}$ and $x_{i+1}$.

Claim: Let $N \geq 9$ such that $180^{\circ}<\alpha_{N}<190^{\circ}$. Then the following is true for either $\ell=8$ or $\ell=9$ :

- $180^{\circ}<\alpha_{N+\ell}<190^{\circ}$
- $x_{N+j} \leq 1.3 \cdot x_{N}$ for all $j=1,2, \ldots, \ell-1$, and
- $x_{N+\ell}<0.96 \cdot x_{N}$

Note that the lemma follows from inductive application of this claim using $N=9$ as the base case since $1.3 \cdot 0.7<1$ and since the sequence is "generally geometrically decreasing".

We will now prove the claim. Observe the following facts:

- $180^{\circ}<\alpha_{N}<190^{\circ}$
- Therefore, $\alpha_{N+1}=\frac{2160^{\circ}}{7}-360^{\circ}+\alpha_{N}$, implying $120^{\circ}<\alpha_{N+1}<180^{\circ}$.
- Furthermore, the larger $\alpha_{N}$ is, the larger $\alpha_{N+1}$ will be.
- As long as $\alpha_{N+j}<180^{\circ}$, we can write

$$
\alpha_{N+j+1}=\underbrace{\frac{2160^{\circ}}{7}-2 \arccos \left(\frac{1}{2}-\cos \frac{\alpha_{N+j}}{2}\right)}_{=: g\left(\alpha_{N+j}\right)}
$$

We can therefore rewrite the sequence $\alpha_{N+1}, \alpha_{N+2}, \alpha_{N+3} \ldots$ as

$$
\alpha_{N+1}, g\left(\alpha_{N+1}\right), g\left(g\left(\alpha_{N+1}\right)\right), \ldots
$$

This continues until, for some $\ell, \alpha_{N+\ell}=g^{(\ell-1)}\left(\alpha_{N+1}\right)>180^{\circ}$. In other words, the behaviour of $\alpha_{N}, \alpha_{N+1}, \alpha_{N+2}, \ldots$ can be summarized as follows: It starts at $\alpha_{N}>180^{\circ}$, then $\alpha_{N+1}$ jumps below $180^{\circ}$ and the sequence $\alpha_{N+i}$ climbs back up until $\alpha_{N+\ell}>180^{\circ}$.

- We already established that the larger $\alpha_{N}$ is, the larger $\alpha_{N+1}$ will be. Also, $g(\alpha)$ is an increasing function for $120^{\circ}<\alpha<180^{\circ}$. Therefore, the larger $\alpha_{N}$ is, the larger each $\alpha_{N+j}$ will be for $j=1, \ldots, \ell$.
We observe the following two cases:

Case 1: $183^{\circ} \leq \alpha_{N}<190^{\circ}$. Checking the extremal cases ( $183^{\circ}$ and $190^{\circ}$ ), we can observe that either $\alpha_{N+8}>180^{\circ}$ or $\alpha_{N+9}>180^{\circ}$. We pick $\ell=8,9$ accordingly.

Case 2: $180^{\circ}<\alpha_{N}<183^{\circ}$. Again checking the extremal cases ( $180^{\circ}$ and $183^{\circ}$ ), we can observe that $\alpha_{N+9}$ will be the first angle above $180^{\circ}$. So we pick $\ell=9$.

For both cases, note that $x_{N+j+1}=x_{N+j} f\left(\beta_{N+j}\right)$. We can link the factor $f(\beta)$ to the angles $\alpha$ as follows

- $\beta$ is a decreasing function of $\alpha$ (no matter if $\alpha>180^{\circ}$ or $\alpha<180^{\circ}$ ).
- $f(\beta)=\frac{\sin \beta / 2}{\sin \left(1080^{\circ} / 7-\beta / 2\right)}$ is an increasing function of $\beta$, since $120^{\circ}<$ $\beta<180^{\circ}$ as established in a previous lemma.
- Therefore, we can write $f(\beta(\alpha))=h(\alpha)$ and as long as we underestimate $\alpha$, we overestimate $h(\alpha)$.
We write

$$
\begin{aligned}
x_{N+j} & =x_{N} f\left(\beta_{N}\right) f\left(\beta_{N+1}\right) f\left(\beta_{N+2}\right) \cdots f\left(\beta_{N+j-1}\right) \\
& =x_{N} h\left(\alpha_{N}\right) h\left(\alpha_{N+1}\right) h\left(\alpha_{N+2}\right) \cdots h\left(\alpha_{N+j-1}\right) \\
& =x_{N} h\left(\alpha_{N}\right) h\left(\alpha_{N+1}\right) h\left(g\left(\alpha_{N+1}\right)\right) \cdots h\left(g^{(j-2)}\left(\alpha_{N+1}\right)\right)
\end{aligned}
$$

Recall that $g$ is increasing and that $h$ is decreasing, so as long as we underestimate $\alpha_{N}$ (and therefore also $\alpha_{N+1}$ ), we overestimate $x_{N+j}$.

We can return to the two cases:
Case $1183^{\circ} \leq \alpha_{N}<190^{\circ}$. In this case we need 8 or 9 steps and $\alpha_{N}$ is at least $183^{\circ}$. By the above considerations, we can simply study the case $\alpha_{N}=183^{\circ}$. For larger starting values of $\alpha$, the values of $x$ can only be smaller. In that context, using the above equation:

$$
x_{N+j} \leq x_{N} h\left(183^{\circ}\right) h\left(131^{\circ}\right) h\left(g\left(131^{\circ}\right)\right) \cdots h\left(g^{(j-2)}\left(131^{\circ}\right)\right)
$$

Now calculations yield that $h\left(183^{\circ}\right) h\left(131^{\circ}\right) h\left(g\left(131^{\circ}\right)\right) \cdots h\left(g^{(j-2)}\left(131^{\circ}\right)\right)$ will be less than 1.3 for $j=1,2, \ldots, 8,9$ and less than 0.96 for $j=8,9$. So $\ell=8$ or $\ell=9$ has the properties stated in the claim.

Case $2180^{\circ}<\alpha_{N}<183^{\circ}$. In this case we need 9 steps and $\alpha_{N}$ is at least $180^{\circ}$. By the above considerations, we can simply study the case $\alpha_{N}=180^{\circ}$ (as a limiting case, of course $\alpha=180^{\circ}$ never happens). For larger starting values of $\alpha$, the values of $x$ can only be smaller. In that context, using the above equation:

$$
x_{N+j} \leq x_{N} h\left(180^{\circ}\right) h\left(128^{\circ}\right) h\left(g\left(128^{\circ}\right)\right) \cdots h\left(g^{(j-2)}\left(128^{\circ}\right)\right)
$$

Now calculations yield that $h\left(180^{\circ}\right) h\left(128^{\circ}\right) h\left(g\left(128^{\circ}\right)\right) \cdots h\left(g^{(j-2)}\left(128^{\circ}\right)\right)$ will be less than 1.3 for $j=1,2, \ldots, 8,9$ less than 0.96 for $j=9$. So $\ell=9$ has the properties stated in the claim.

It is noteworthy that a split like the one at $183^{\circ}$ was necessary. In fact would we have a starting value of $\alpha_{N}=180^{\circ}$ but only 8 steps, the factor would be greater than 1 . Hence the casework to show that this case doesn't happen.

This finishes the proof of the claim and the lemma.
This concludes the proof that the exact construction works, both in the symmetric case $\varphi=0$ and for small deviation $\varphi \in(-\epsilon, \epsilon)$.

### 5.3 ANALYZING THE NON-DEVIATED CONSTRUCTION

Note that our goal was to construct a sequence of geodesic multinets $G_{n}(0)$ such that
(a) Each $G_{n}(0)$ has 14 unbalanced vertices
(b) The number of balanced vertices goes to infinity as $n \rightarrow \infty$.

The first observation is true as explained above: The only unbalanced vertices are the vertices on the outer ring as well as the seven vertices of the last layer that has been added.

Regarding the second observation, note that Lemma 5.9 demonstrates that the radius of the layers $V_{i}$ approaches zero as $i \rightarrow \infty$. Therefore, increasing the number of layers increases the number of balanced vertices (otherwise, there would have to be a cyclical phenomenon in the construction, contradicting the fact that the radius goes to zero).

However, $G_{n}(0)$ is a geodesic multinet, whereas we want to construct a geodesic net, which is what makes the introduction of deviation necessary. Note that the edges of the geodesic net can be categorized as follows:

- Whenever a new layer is added through the process of winging, this adds 14 edges from $V_{i-1}$ to $V_{i}$ to the net. We call those the layerconnecting edges. This includes the very first 14 edges to set up the outer circle and inner circle as seen in Figure 5.1.
- Whenever we suspend a vertex from a single hook, a single edge is being added. We call it the suspension edge.
- Whenever we suspend a vertex from two hooks, three edges are being added: two edges from two vertices of the outer circle (the hooks) to the Fermat point, as well as one edge from the Fermat point to the vertex that is being suspended - we again call these suspension edges.

This now raises the question: Which edges can and will intersect nontransversally on $G_{i}(0)$ (i.e. if $\varphi=0$ ), either partially or in their entirety? We can observe (see also Figure 5.3):

- Note that the Fermat point used in the process of suspension is the same for each layer in the symmetric case. Therefore, two of the three suspension edges involving the same two hooks are the same from the hooks to the Fermat point, every single time these hooks are being used. The third suspension edge then always starts at the same Fermat point and continues radially to the vertex that is being suspended. So those suspension edges are overlaying as well.
- Similarly, if we do a one-hook suspension, the suspension edge is always radial, so all the suspension edges going to the same hook have an overlay.
- Layer-connecting edges, on the other hand, can only intersect any other edge transversally: The Fermat points are outside the inner circle and therefore never meet the layer-connecting edges. Regarding the radial suspension edges, note that layer-connecting edges are never radial, so they are always transversal to radial edges. Besides that, note that layer-connecting edges always start and end on the boundary of a $260^{\circ} / 14$ disk sector of the construction. So they could only be completely identical to another layer-connecting edge or intersect them transversally (if at all). For the sake of contradiction, assume that any layer-connecting edge would coincide with another layer-connecting edge. This would imply that the layer produced by them must be the same, including the incoming edges. Therefore, layers would repeat. This would contradict the phenomenon described in Lemma 5.9, namely that the radius of the layers must converge to zero.
As established previously, everything depends smoothly on the deviation $\varphi$. Therefore, any small deviation will maintain transversality where it already is given. Deviation will, however, have to make sure that we split up suspension edges.


### 5.4 EDGES UNDER DEVIATION

As just established above, we only need to be concerned with the edges produced using the method of suspension. This section serves to support the following claim:

Whereas for $\varphi=0$, the geodesic multinets $G_{n}(0)$ are highly symmetrical and many suspension edges overlap, for nonzero $\varphi \in(-\epsilon, \epsilon)$, all suspension edges of $G_{n}(\varphi)$ intersect transversally (if at all), i.e. we get geodesic nets $G_{n}(\varphi)$.


Figure 5.6: Note the dotted equilateral triangle $X P Q$ as well as the unique circular arc given by $P, R$ and $Q$. Denote by $\varphi$ the angle $O X R$ (where $O$ is the origin/center). The symmetric case is given by $\varphi=0$. To introduce deviation, we would slightly increase $\varphi$, and get a new position for $R$. This does not change the value of $\alpha_{0}$ (since we go along the circular arc). The same deviation is done at all seven grey points. This means that the star remains rotationally symmetric under a rotation by $360^{\circ} / 7$, but loses its symmetry under reflections.

## The Sequence of Suspension Angles $\varphi_{i}$

To demonstrate this, we will study the sequence of suspension angles, which is defined as follows, based on the two types of suspension that we employ:

Definition 5.10 (Suspension angle for one-hook suspensions, layers $V_{i}$ for $i$ odd). Whenever we do a one-hook suspension for a layer $V_{i}$, we are connecting a vertex $v$ to the closest vertex on the outer circle.

Denote the center of the outer circle by $O$ and the hook by $P$. Then we define the suspension angle $\varphi_{i}$ to be the angle $O P v$. For clarification, consider the following figure giving a positive suspension angle.


Note that $\varphi_{i}$ depends only on the deviation $\varphi$ (which is the only free parameter of our construction) and that $\varphi_{i}(0)=0$ for all layers.

We can define this suspension angle for all odd layers, even though in some cases we don't need to suspend a vertex (if case A occurs).

Definition 5.11 (Suspension angle for two-hook suspensions, layers $V_{i}$ for $i$ even). Whenever we do a two-hook suspension for a layer $V_{i}$, we are connecting a vertex $v$ to the closest two vertices on the outer circle $P$ and $Q$ through the Fermat point of the triangle $P v Q$, see the figure when defining two-hook suspension above).

As before, we denote by $X$ the third vertex of the equilateral triangle $P Q X$ used for the construction of the Fermat point. Let $O$ be the center of the outer circle. Then we define the suspension angle $\varphi_{i}$ to be the angle $O X v$. For clarification, consider the following figure showing a positive suspension angle.


Note that $\varphi_{i}$ depends only on the deviation $\varphi$ (which is the only free parameter of our construction) and that $\varphi_{i}(0)=0$ for all layers. Most importantly, for $i=0$ (the initial layer, aka the inner circle) the suspension angle is $\varphi_{0}(\varphi)=\varphi$.

We can define this suspension angle for all even layers, even though in some cases we don't need to suspend a vertex.

With this definition, we can now make the following observations:
Fact 5.12. Consider $\varphi \in(-\epsilon, \epsilon)$ a geodesic net $G_{n}(\varphi)$ as constructed above with layers $V_{0}, \ldots, V_{n}$. Then

- As established before, only suspension edges could overlap/intersect non-transversally.
- For all one-hook suspensions (odd layers), only the edges going from vertices $v_{i}, v_{k}$ of two different layers to the same hook $P$ could overlap. But as long as $\varphi_{i} \neq \varphi_{k}$, they will not do so (this is apparent from the figure in the definition above).
- For all two-hook suspensions (even layers), only the edges suspending vertices $v_{i}, v_{k}$ of two different layers from the same two hooks $P$ and $Q$ could overlap. But as long as $\varphi_{i} \neq \varphi_{k}$, they will not do so (see Figure 5.7).

Fact 5.13. $G_{n}(\varphi)$ consists of finitely many layers, therefore $\varphi_{0}, \varphi_{1}, \ldots, \varphi_{n}$ is a finite sequence.

Based on Definition 5.10, Definition 5.11 and Fact 5.12, we arrive at the following lemma:

Lemma 5.14. If for any fixed $\varphi \in(-\epsilon, \epsilon)$, the finite sequence $\varphi_{i}(\varphi)$ never repeats itself, all edges of the resulting geodesic net $G_{n}(\varphi)$ intersect transversally (if at all). In other words, there are no edges with weight other than one.


Figure 5.7: Construction of the Fermat point $F$ to suspend $v_{i} \in V_{i}$ from $P$ and $Q$. $\varphi_{i}$ is the angle between the axis of symmetry of $P Q X$ and the segment $v X$. Observe: Whenever $\varphi_{i}$ (the marked suspension angle) is different, the segment $P F$ is at a different angle. The same is true for $Q F$ and $v F$. So we only need to establish that $\varphi_{i}$ is different at every layer and this implies that none of the suspension edges overlap.

Note that, in fact it would be enough if the $\varphi_{i}$ are different for the same parity (since even and odd layers never have suspension edges in common).

Based on symmetry (see also Figure 5.3), we can observe
Fact 5.15. $\varphi_{i}(0)=0$ for all $i$.
Also, since we established smooth dependence of the construction on the deviation $\varphi$ before and since this is in fact the only free parameter, we can consider the derivative of $\varphi_{i}(\varphi)$. We make the following conjecture:

Conjecture 5.16. $\varphi_{i}^{\prime}(0)$ is a sequence that never repeats itself.
Keeping in mind that $\varphi_{i}$ is a finite sequence, the previous fact and conjecture (i.e. same value at 0 , but different derivatives) would then imply the following:

Conjecture 5.17. For small nonzero $\varphi \in(-\epsilon, \epsilon)$, the sequence $\varphi_{i}(\varphi)$ never repeats itself. This implies that $G_{n}(\varphi)$ is a geodesic net for which all edges have weight one.

So this $G_{n}(\varphi)$ would in fact fulfill all required conditions as specified at the beginning of the chapter.

### 5.5 STUDYING THE SEQUENCE $\varphi_{i}^{\prime}(0)$

We are left with Conjecture 5.16 . For the remainder, we will consider statements we can make about the sequence $\varphi_{i}^{\prime}(0)$.

We will do the following:

- We will provide an explicit recursive formula for $\varphi_{i}^{\prime}(0)$.
- We will present numerical results that strongly suggest that Conjecture 5.16 is true.
In the following, all derivatives will be with respect to $\varphi$. First note that $\varphi_{0}=\varphi$ and therefore obviously $\varphi_{0}^{\prime}(0)=1$. We will now find a recursive formula for $\varphi_{i}^{\prime}(0)$. The crucial question is how $\varphi_{i+1}^{\prime}(0)$ depends on $\varphi_{i}^{\prime}(0)$.

Figure 5.8 shows the two cases for $i$ even and $i$ odd. Note that if $\varphi=0$, then the picture is symmetric along a horizontal reflection. In both cases, we get a hexagon made of two quadrilaterals.

In either case, by the angle sum in the lower quadrilateral:

$$
\tau_{i}+\varphi_{i}+\gamma_{i}+\psi_{i+1}+\left(\mu_{i}-\varphi_{i+1}\right)=360^{\circ}
$$

Note that $\tau_{i}$ and $\mu_{i}$ are constants that don't change under $\varphi$. Therefore, differentiation by $\varphi$ leads to:

$$
\varphi_{i}^{\prime}+\gamma_{i}^{\prime}+\psi_{i+1}^{\prime}-\varphi_{i+1}^{\prime}=0 \Rightarrow \varphi_{i+1}^{\prime}=\varphi_{i}^{\prime}+\gamma_{i}^{\prime}+\psi_{i+1}^{\prime}
$$

In Section 5.6, we will establish the following relationships at $\varphi=0$.

$$
\begin{aligned}
\varphi_{0}^{\prime} & =1 & \psi_{0}^{\prime} & =1 / 2-\sin \left(\pi / 6-\alpha_{0}\right) \\
\varphi_{i+1}^{\prime} & =\varphi_{i}^{\prime}+\gamma_{i}^{\prime}+\psi_{i+1}^{\prime} & \psi_{i+1}^{\prime} & =b_{i} \gamma_{i}^{\prime}+a_{i} \varphi_{i}^{\prime}
\end{aligned} \quad \gamma_{i}^{\prime}=c_{i} \psi_{i}^{\prime}
$$

The formulas for the coefficients make use of $x_{i}$ and $\alpha_{i}$, which were defined previously:
$a_{i}=-\tan \frac{\alpha_{i+1}}{2}\left(\frac{\sin \left(\frac{\pi}{7}+\sigma_{i+1}\right) \sin \left(\frac{\pi}{7}+\sigma_{i+1}+\tau_{i}\right)}{\sin \tau_{i}}+\frac{\frac{1}{2}-\frac{\sin \left(\tau_{i}+2 \pi / 7+2 \sigma_{i+1}\right)}{2 \sin \tau_{i}}}{\tan \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)}\right)$
$b_{i}=-\frac{\tan \alpha_{i+1} / 2}{\tan \left(\alpha_{i+1} / 2-\sigma_{i+1}\right)} \quad c_{i}= \begin{cases}-1 & \alpha_{i}>180^{\circ} \\ \frac{2 \cos \alpha_{i} / 2}{1-2 \cos \alpha_{i} / 2} & \alpha_{i}<180^{\circ}\end{cases}$
$\tau_{i}=\left\{\begin{array}{ll}\frac{\pi}{6} & i \text { even } \\ \frac{29 \pi}{42} & i \text { odd }\end{array} \quad \sigma_{i+1}= \begin{cases}\arctan \frac{\sin \pi / 7}{\frac{\sin \alpha_{0} / 2}{x_{i} \sin \left(\frac{7}{7}+\alpha_{0} / 2\right)}-\cos \frac{\pi}{7}} \sin \frac{\pi}{7} & i \text { even } \\ \arctan \frac{\sin \alpha_{0} / 2}{\bar{x}_{i} \sin \left(\frac{\pi}{7}+\alpha_{0} / 2\right)} \frac{\sin (\pi / 7+\pi / 6)}{\sin \pi / 6}-\cos \frac{\pi}{7} & i \text { odd }\end{cases}\right.$


Figure 5.8: We want to relate $\varphi_{i+1}^{\prime}$ to $\varphi_{i}^{\prime}$. The upper pictures are considering the case $i$ even, the lower pictures are considering the case $i$ odd. All green angles are $60^{\circ} . \mu$ is a constant angle. All dashed lines are stationary, all dotted and solid lines vary over a change of the deviation $\varphi$. The picture on the right extracts the blue hexagon out of the left picture. Note that in this example, $\varphi_{i}$ is positive whereas $\varphi_{i+1}$ is negative

## Numerical Consideration of the Sequence $\varphi_{i}^{\prime}(0)$

While the formulas above are all explicit, they are arguably not very "handy" which makes understanding their behaviour a challenging task. Recall that all we need is that $\varphi_{i}^{\prime}(0)$ never repeats. This would then imply that a small deviation from $G_{n}(0)$ to $G_{n}(\varphi)$ would in fact split up all edges as required.

For a better understanding, we used MATLAB to compute the first items of the sequence. Figure 5.9 shows the first 100 elements of the sequence $\varphi_{i}^{\prime}(0)$, on a logarithmic scale. These calculations lead to the following observations, which in turn support Conjecture 5.16, saying that $\varphi_{i}^{\prime}(0)$ doesn't repeat:

- The magnitude of the sequence grows exponentially.
- The sequence seems to be generally increasing (i.e. increasing with a small amount of variation)
- Since it is enough if the sequence differs for all even $i$ and for all odd $i$, we get additional "leeway".
In fact, numerical evidence suggests that the first 100 elements of the sequence do not repeat. We computed the first 100 elements of $\varphi_{i}^{\prime}(0)$ with MATLAB using variable precision arithmetic, using between 10 and 100 significant digits. The following result remained stable under variable precision:

$$
\min _{i \neq j}\left|\varphi_{i}^{\prime}(0)-\varphi_{j}^{\prime}(0)\right| \approx 3.743673268
$$

This minimum is realized by $\varphi_{0}^{\prime}(0)$ and $\varphi_{2}^{\prime}(0)$. This suggests that the result remains the same even for more than 100 steps.

### 5.6 FINDING THE FORMULAS FOR THE SEQUENCE $\varphi_{i}^{\prime}(0)$

Consider Figure 5.8 and the following formula we derived previously:

$$
\varphi_{i+1}^{\prime}=\varphi_{i}^{\prime}+\gamma_{i}^{\prime}+\psi_{i+1}^{\prime}
$$

In this appendix, we intend to do the following:

- Find the starting values of $\varphi_{0}^{\prime}(0)$ and $\psi_{0}^{\prime}(0)$.
- Establish that $\alpha_{i}^{\prime}(0)=0$ for all $i$.
- Derive a formula for $\gamma_{i}^{\prime}(0)$ in terms of $\psi_{i}^{\prime}(0)$.
- Derive a formula for $\psi_{i+1}^{\prime}(0)$ in terms of $\psi_{i}^{\prime}(0)$ and $\varphi_{i}^{\prime}(0)$.


## Starting Values

Since $\varphi$ is defined to be the suspension angle for the inner circle, which is the zeroth level (compare Definition 5.11 and compare with the initial definition of the inner circle), $\varphi_{0}=\varphi$ and therefore

$$
\varphi_{0}^{\prime}(0)=1
$$

To find $\psi_{0}^{\prime}(0)$, consider Figure 5.10, more specifically the isosceles triangle with two sides of length $a$. Using angle sums in triangles:

$$
\psi_{0}=(\pi-(\pi-\lambda-\theta)) / 2-\lambda=\theta / 2-\lambda / 2 \Rightarrow \psi_{0}^{\prime}=\theta^{\prime} / 2-\lambda^{\prime} / 2
$$

Finding $\lambda^{\prime}$. The law of sines, applied to the two triangles that share the common side of length $b$ but have two different sides of length $a$ gives us

$$
\begin{aligned}
\frac{\sin \lambda}{\sin \varphi}=\frac{b}{a}=\frac{\sin \mu}{\sin \pi / 6}=2 \sin \mu & \Rightarrow \sin \lambda=2 \sin \mu \sin \varphi \\
& \Rightarrow \cos \lambda \lambda^{\prime}=2 \sin \mu \cos \varphi
\end{aligned}
$$

At $\varphi=0$, we also have $\lambda=0$ and therefore $\lambda^{\prime}(0)=2 \sin \mu=2 \sin (\pi-$ $\left.\pi / 6-\left(2 \pi-\alpha_{0}\right)\right)=2 \sin \left(\pi / 6-\alpha_{0}\right)$.

Finding $\theta^{\prime}$. Using the angle sum in triangles, we get $\theta+\mu+\pi / 6-\varphi=$ $\pi$ and therefore $\theta^{\prime}=1$.

Combining these we arrive at $\psi_{0}^{\prime}(0)=\frac{1}{2}-\sin \left(\pi / 6-\alpha_{0}\right)$.


Figure 5.9: The first 100 values of $\varphi_{i}^{\prime}(0)$ on a logarithmic scale, calculated with $\alpha_{0}=88 / 21$. All points for $i$ even are marked in green. All points for $i$ odd are marked in red.


Figure 5.10: Dependence of $\psi_{0}$ on $\varphi$

Finding $\alpha_{i}^{\prime}(0)$ and $\gamma_{i}^{\prime}(0)$
Recall that $\alpha_{i}$ is the interior angle at the vertices $V_{i}$ of the 14-gon formed by $V_{i-1}$ and $V_{i}$. It is one of the two angles between the incoming edges at the vertex of a layer, before winging (see also Method 5.3 and Method 5.4 as well as the formulas in the proof of Lemma 5.7). Like all other angles, each $\alpha_{i}=\alpha_{i}(\varphi)$ is a smooth function of the deviation angle $\varphi$. Figure 5.8 and Figure 5.11 show how $\gamma$ is one of the angles between an outgoing edge and the suspension edge, whereas $\psi$ is one of the angles between an incoming edge and the suspension edge (even if we do not suspend, as is the case for a degree 4 vertex where $\alpha>180^{\circ}$, we can still consider the angle compared to a hypothetical suspension edge.

Lemma 5.18. For all $i=0,1,2, \ldots, n$, we have at $\varphi=0$ that
(a) $\alpha_{i}^{\prime}=0$
(b) $\gamma_{i}^{\prime}=c_{i} \psi_{i}^{\prime}$ where $c_{i}= \begin{cases}-1 & \alpha_{i}>180^{\circ} \\ \frac{2 \cos \alpha_{i} / 2}{1-2 \cos \alpha_{i} / 2} & \alpha_{i}<180^{\circ}\end{cases}$

It is important to emphasize that these relationships between derivatives only hold at $\varphi=0$, which is, however, enough for us.

Proof. (a) For the base case, note that the inner circle is chosen precisely to ensure that $\alpha_{0}=88 / 21$ for any choice of $\varphi$. So $\alpha_{0}(\varphi)$ is constant and the base case follows.


Figure 5.11: The angle relationships at a vertex of $V_{i}$ in the case of $\alpha_{i}>180^{\circ}$ (left, winging a degree 2 vertex) and in the case of $\alpha_{i}<180^{\circ}$ (right, winging a degree 3 vertex)

For the induction step, recall the following formulas (see proof of Lemma 5.7) for the symmetric case $\varphi=0$ :

$$
\begin{aligned}
\alpha_{i+1} & =\frac{12 \cdot 180^{\circ}}{7}-\beta_{i} \\
\beta_{i} & =\left\{\begin{array}{lll}
360^{\circ}-\alpha_{i} & \alpha_{i}>180^{\circ} & \text { (degree 2 vertex) } \\
2 \cdot \arccos \left(1 / 2-\cos \left(\alpha_{i} / 2\right)\right) & \alpha_{i}<180^{\circ} & \text { (degree 3 vertex) }
\end{array}\right.
\end{aligned}
$$

It is worth checking which of these formulas still apply in the deviated case $\varphi \neq 0$.

- The relation $\alpha_{i+1}=\frac{12 \cdot 180^{\circ}}{7}-\beta_{i}$ remains unchanged, since the formula is based on the angle sum in the 14 -gons during construction. Therefore $\alpha_{i+1}^{\prime}(0)=-\beta_{i}^{\prime}(0)$.
- The formula for $\beta_{i}$ in the case of $\alpha_{i}>180^{\circ}$ also applies to the non-symmetric case (see Method 5.3). It follows that $\beta_{i}^{\prime}(0)=$ $-\alpha_{i}^{\prime}(0)=0$ by induction hypothesis and we are done.
- The formula for $\beta_{i}$ in the case of $\alpha_{i}<180^{\circ}$, however, cannot be used for the asymmetric situation (as explained in Method 5.4, it only works for the symmetric case).
So we are left to show that $\beta_{i}^{\prime}(0)=0$ assuming that $\alpha_{i}^{\prime}(0)=0$ and $\alpha_{i}<180^{\circ}$, but we can't use the given formula.
Instead, lets consider the right of Figure 5.11, depicting this case. Note that when $\varphi=0$, the picture is symmetric under reflection along the horizontal axis. Generally, though, this is not the case.

However, the vertex is always balanced, so we have

$$
\begin{aligned}
{[1,0] } & +\left[\cos \gamma_{i}, \sin \gamma_{i}\right]+\left[\cos \delta_{i}-\sin \delta_{i}\right]+\left[\cos \psi_{i},-\sin \psi_{i}\right] \\
& +\left[\cos \left(\psi_{i}+\alpha_{i}\right),-\sin \left(\psi_{i}+\alpha_{i}\right)\right]=[0,0] \\
\Leftrightarrow & \left\{\begin{array}{l}
1+\cos \gamma_{i}+\cos \delta_{i}+\cos \psi_{i}+\cos \left(\psi_{i}+\alpha_{i}\right)=0 \\
\sin \gamma_{i}-\sin \delta_{i}-\sin \psi_{i}-\sin \left(\psi_{i}+\alpha_{i}\right)=0
\end{array}\right.
\end{aligned}
$$

We can derive everything with respect to $\varphi$ and arrive at

$$
\begin{aligned}
-\gamma_{i}^{\prime} \sin \gamma_{i}-\delta_{i}^{\prime} \sin \delta_{i}-\psi_{i}^{\prime} \sin \psi_{i}-\left(\psi_{i}^{\prime}+\alpha_{i}^{\prime}\right) \sin \left(\psi_{i}+\alpha_{i}\right) & =0 \\
\gamma_{i}^{\prime} \cos \gamma_{i}-\delta_{i}^{\prime} \cos \delta_{i}-\psi_{i}^{\prime} \cos \psi_{i}-\left(\psi_{i}^{\prime}+\alpha_{i}^{\prime}\right) \cos \left(\psi_{i}+\alpha_{i}\right) & =0
\end{aligned}
$$

We are concerned with the derivatives at $\varphi=0$. As pointed out, the picture is symmetric in that case and we get $\gamma_{i}=\delta_{i}$ as well as $\psi_{i}+\alpha_{i}=2 \pi-\psi_{i}$. By induction hypothesis, we also have $\alpha_{i}^{\prime}=0$. So we can simplify to

$$
\begin{aligned}
-\gamma_{i}^{\prime} \sin \gamma_{i}-\delta_{i}^{\prime} \sin \gamma_{i}-\psi_{i}^{\prime} \sin \psi_{i}-\psi_{i}^{\prime} \sin \left(2 \pi-\psi_{i}\right) & =0 \\
\gamma_{i}^{\prime} \cos \gamma_{i}-\delta_{i}^{\prime} \cos \gamma_{i}-\psi_{i}^{\prime} \cos \psi_{i}-\psi_{i}^{\prime} \cos \left(2 \pi-\psi_{i}\right) & =0
\end{aligned}
$$

We can simplify further to

$$
\begin{aligned}
-\gamma_{i}^{\prime} \sin \gamma_{i}-\delta_{i}^{\prime} \sin \gamma_{i}-\psi_{i}^{\prime} \sin \psi_{i}+\psi_{i}^{\prime} \sin \psi_{i} & =0 \\
\gamma_{i}^{\prime} \cos \gamma_{i}-\delta_{i}^{\prime} \cos \gamma_{i}-\psi_{i}^{\prime} \cos \psi_{i}-\psi_{i}^{\prime} \cos \psi_{i} & =0
\end{aligned}
$$

Note that $\gamma_{i}$ can't be a multiple of $\pi$ at $\varphi=0$ since that would imply $\beta_{i}=0$ or $\beta_{i}=2 \pi$ which is never the case as established previously. So $\sin \gamma_{i} \neq 0$ and the two equations do in fact simplify to

$$
\begin{aligned}
\gamma_{i}^{\prime}+\delta_{i}^{\prime} & =0 \\
\left(\gamma_{i}^{\prime}-\delta_{i}^{\prime}\right) \cos \gamma_{i} & =2 \psi_{i}^{\prime} \cos \psi_{i}
\end{aligned}
$$

As is clear from Figure 5.11, $\beta_{i}=2 \pi-\left(\gamma_{i}+\delta_{i}\right)$. Therefore $\beta_{i}^{\prime}=$ $-\left(\gamma_{i}^{\prime}+\delta_{i}^{\prime}\right)=0$ as required.
(b) If $\alpha_{i}>180^{\circ}$ consider the left of Figure 5.11 from which it is clear that $\gamma_{i}=180^{\circ}-\psi_{i}$. It follows that $\gamma_{i}^{\prime}=-\psi_{i}^{\prime}$ as stated (this relationship, in fact, would be true for any $\varphi \in(-\epsilon, \epsilon)$, not just for $\varphi=0)$.
If $\alpha_{i}<180^{\circ}$, we have just established the following at $\varphi=0$

$$
\begin{aligned}
& \gamma_{i}^{\prime}+\delta_{i}^{\prime}=0 \text { and }\left(\gamma_{i}^{\prime}-\delta_{i}^{\prime}\right) \cos \gamma_{i}=2 \psi_{i}^{\prime} \cos \psi_{i} \\
\Rightarrow & 2 \gamma_{i}^{\prime} \cos \gamma_{i}=2 \psi_{i}^{\prime} \cos \psi_{i} \Rightarrow \gamma_{i}^{\prime}=\frac{\cos \psi_{i}}{\cos \gamma_{i}} \psi_{i}^{\prime}
\end{aligned}
$$



Figure 5.12: A figure showing the relationship between angles at $\varphi=0$ for $i$ even.

Furthermore, again due to symmetries at $\varphi=0$

$$
\begin{aligned}
\cos \gamma_{i} & =\cos \left(\pi-\beta_{i} / 2\right)=-\cos \left(\beta_{i} / 2\right) \\
& =-\cos \left(\frac{2 \arccos \left(1 / 2-\cos \left(\alpha_{i} / 2\right)\right)}{2}\right) \\
& =-\left(1 / 2-\cos \alpha_{i} / 2\right) \\
\cos \psi_{i} & =\cos \left(\pi-\alpha_{i} / 2\right)=-\cos \alpha_{i} / 2
\end{aligned}
$$

Combining these equations, we arrive at $\gamma_{i}^{\prime}=c_{i} \psi_{i}^{\prime}$ with

$$
c_{i}=\frac{2 \cos \alpha_{i} / 2}{1-2 \cos \alpha_{i} / 2}
$$

$\tau_{i}$ and $\sigma_{i}$
$\tau_{i}$ is the "reference angle" from which the suspension angle $\varphi_{i}$ is measured. Consider the 14 -gon formed by the two outer sides of each of the seven equilateral triangles built on the outer circle. The interior angle at seven corners is $\pi / 3$, the interior angle at the other seven corners is $29 \pi / 21$. These are the values for $2 \cdot \tau_{i}$ even and odd respectively.

The angle $\sigma_{i+1}$ for $i$ even, is depicted in two figures for different situations. Figure 5.12 shows the symmetric case at $\varphi=0$ whereas Figure 5.13
shows the general case. $\sigma_{i+1}$ changes under deviation, but at $\varphi=0$, it can be directly calculated from the sequence of $x_{i}$. Note in Figure 5.12 that $\sigma_{i+1}$ is one of the angles in a triangle with side $x_{i}$ and angle $\pi / 7$. Since $\sigma_{i+1}$ is the angle at a vertex of the outer circle, we know one more side of the triangle. Recall that the inner circle is fixed at radius 1 and consider Figure 5.1 , giving the other side as $\frac{\sin \alpha_{0} / 2}{\sin \left(\pi / 7+\alpha_{0} / 2\right)}$. Using the law of sines, we get the following relation:

$$
\sin \sigma_{i+1}=x_{i} \sin \left(\sigma_{i+1}+\pi / 7\right) \frac{\sin \left(\pi / 7+\alpha_{0} / 2\right)}{\sin \alpha_{0} / 2}
$$

If $i$ is odd, a similar argument yields

$$
\sin \sigma_{i+1}=x_{i} \sin \left(\sigma_{i+1}+\pi / 7\right) \frac{\sin \left(\pi / 7+\alpha_{0} / 2\right)}{\sin \alpha_{0} / 2} \frac{\sin \pi / 6}{\sin (\pi / 7+\pi / 6)}
$$

which is based on the fact that the additional vertex of $\sigma_{i}$ is at radius

$$
\frac{\sin \alpha_{0} / 2}{\sin \left(\pi / 7+\alpha_{0} / 2\right)} \frac{\sin (\pi / 7+\pi / 6)}{\sin \pi / 6}
$$

Since $\sigma_{i+1}<90^{\circ}$, we can solve both of the above equations for $\sigma_{i+1}$ and get

$$
\sigma_{i+1}= \begin{cases}\arctan \frac{\sin \pi / 7}{\frac{\sin \alpha_{0} / 2}{x_{i} \sin \left(\pi / 7+\alpha_{0} / 2\right)}-\cos \pi / 7} & i \text { even } \\ \arctan \frac{\sin \pi / 7}{\frac{\sin \alpha_{0} / 2}{x_{i} \sin \left(\pi / 7+\alpha_{0} / 2\right)} \frac{\sin (\pi / 7+\pi / 6)}{\sin \pi / 6}-\cos \pi / 7} & i \text { odd }\end{cases}
$$

The Formula for $\psi_{i}^{\prime}(0)$
Lemma 5.19. For all $i=0,1,2, \ldots$, $n$ at $\varphi=0$, we have $\psi_{i+1}^{\prime}=b_{i} \gamma_{i}^{\prime}+a_{i} \varphi_{i}^{\prime}$ where

$$
\begin{aligned}
& b_{i}=-\frac{\tan \frac{\alpha_{i+1}}{2}}{\tan \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)} \\
& a_{i}=-\tan \frac{\alpha_{i+1}}{2}\left(\frac{\sin \left(\frac{\pi}{7}+\sigma_{i+1}\right) \sin \left(\frac{\pi}{7}+\sigma_{i+1}+\tau_{i}\right)}{\sin \tau_{i}}+\frac{\frac{1}{2}-\frac{\sin \left(\tau_{i}+2 \pi / 7+2 \sigma_{i+1}\right)}{2 \sin \tau_{i}}}{\tan \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)}\right)
\end{aligned}
$$

Proof. Consider the two cases in Figure 5.8. We will cover the first case in detail ( $i$ even). The other case, as given the lower of the two figures, can be deduced in the same way (the pictures only differ in the size of the angles, the underlying setup of polygons is the same). For this first case, Figure 5.13 gives a more detailed overview.
$\psi_{i}$ is a particular angle in the given hexagon. The angles $\kappa_{i}$ and $\tau_{i}$ don't change under $\varphi$ and neither does $K$ (it is the length of the sides of the equilateral triangles over the outer circle). Note the following: If we consider the length $L_{i}$ and the angles $\varphi_{i}, \gamma_{i}, \delta_{i}$, then there is a one-to-one correspondence (within an open set) between tuples ( $L_{i}, \varphi_{i}, \gamma_{i}, \delta_{i}$ ) and hexagons (as long as other angles and lengths remain unchanged as mentioned above).

Since these quantities uniquely define the hexagon and since $\psi_{i+1}$ is an angle defined by the hexagon, we arrive at

$$
\psi_{i+1}^{\prime}=\frac{\partial \psi_{i+1}}{\partial L_{i}} L_{i}^{\prime}+\frac{\partial \psi_{i+1}}{\partial \gamma_{i}} \gamma_{i}^{\prime}+\frac{\partial \psi_{i+1}}{\partial \delta_{i}} \delta_{i}^{\prime}+\frac{\partial \psi_{i+1}}{\partial \varphi_{i}} \varphi_{i}^{\prime}
$$

As usual, we consider these derivatives at $\varphi=0$. The proof of the previous lemma established that in that case $\gamma_{i}^{\prime}=-\delta_{i}^{\prime}$. Also note that the picture is symmetric at $\varphi=0$ and therefore a change in $L_{i}$ will not affect $\psi_{i}$. It follows that $\frac{\partial \psi_{i+1}}{\partial L_{i}}$ at $\varphi=0$. Combining all these, we arrive at

$$
\psi_{i+1}^{\prime}=\left(\frac{\partial \psi_{i+1}}{\partial \gamma_{i}}-\frac{\partial \psi_{i+1}}{\partial \delta_{i}}\right) \gamma_{i}^{\prime}+\frac{\partial \psi_{i+1}}{\partial \varphi_{i}} \varphi_{i}^{\prime}
$$



Figure 5.13: A detailed overview of a part of Figure 5.8

So we are left to show that
(a) $b_{i}=\left(\frac{\partial \psi_{i+1}}{\partial \gamma_{i}}-\frac{\partial \psi_{i+1}}{\partial \delta_{i}}\right)=-\frac{\tan \frac{\alpha_{i+1}}{2}}{\tan \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)}$
(b) $a_{i}=\frac{\partial \psi_{i+1}}{\partial \varphi_{i}}=-\tan \frac{\alpha_{i+1}}{2}\left(\frac{\sin \left(\frac{\pi}{7}+\sigma_{i+1}\right) \sin \left(\frac{\pi}{7}+\sigma_{i+1}+\tau_{i}\right)}{\sin \tau_{i}}\right.$

$$
\left.+\frac{\frac{1}{2}-\frac{\sin \left(\tau_{i}+2 \pi / 7+2 \sigma_{i+1}\right)}{2 \sin \tau_{i}}}{\tan \left(\frac{i_{i+1}}{2}-\sigma_{i+1}\right)}\right)
$$

To do so, we will make extensive use of trigonometric identities and laws.
The law of sines provides

$$
\begin{aligned}
\quad \ell_{i} & =c_{i} \frac{\sin \xi_{i}}{\sin \psi_{i+1}} \\
\quad \ell_{i} & =d_{i} \frac{\sin \zeta_{i}}{\sin \left(4 \pi-\gamma_{i}-\delta_{i}-\left(\tau_{i}+\varphi_{i}\right)-\left(\tau_{i}-\varphi_{i}\right)-\left(2 \pi-\kappa_{i}\right)-\psi_{i+1}\right)} \\
\Rightarrow & c_{i} \sin \xi_{i} \sin \left(4 \pi-\gamma-\delta-2 \tau_{i}-\left(2 \pi-\kappa_{i}\right)-\psi_{i+1}\right)=d_{i} \sin \zeta_{i} \sin \psi_{i+1}
\end{aligned}
$$

(a) Deriving with respect to $\gamma_{i}$ yields

We are considering values at $\varphi=0$. Due to symmetry

$$
\xi_{i}=\zeta_{i} \quad c_{i}=d_{i} \quad \psi_{i+1}=4 \pi-\gamma-\delta-2 \tau_{i}-\left(2 \pi-\kappa_{i}\right)-\psi_{i+1}=\pi-\frac{\alpha_{i+1}}{2}
$$

Also, $\xi_{i}=\gamma_{i}+\theta$ where $\theta$ is an angle that doesn't change under $\gamma_{i}$. Therefore (since we are currently considering derivatives with respect to $\gamma_{i}$ ) we have $\xi_{i}^{\prime}=1$. Combining all these, we arrive at:
derivatives w.r.t. $\gamma_{i}\left\{\begin{array}{l}c_{i} \cos \xi_{i} \sin \frac{\alpha_{i+1}}{2}-c_{i} \sin \xi_{i} \cos \frac{\alpha_{i+1}}{2}\left(-1-\psi_{i+1}^{\prime}\right) \\ =-c_{i} \sin \xi_{i} \cos \frac{\alpha_{i+1}}{2} \psi_{i+1}^{\prime}\end{array}\right.$
which can be simplified to
$\cot \xi_{i} \tan \frac{\alpha_{i+1}}{2}-\left(-1-\psi_{i+1}^{\prime}\right)=-\psi_{i+1}^{\prime}$

So we finally arrive at

$$
\frac{\partial \psi_{i+1}}{\partial \gamma_{i}}=-\frac{1}{2}\left(\cot \xi_{i} \tan \frac{\alpha_{i+1}}{2}+1\right)
$$

Note that at $\varphi=0$, we have $\pi=\xi_{i}+\sigma_{i+1}+\psi_{i+1}=\xi_{i}+\sigma_{i+1}+\pi-$ $\frac{\alpha_{i+1}}{2}$ and therefore $\cot \xi_{i}=\cot \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)$, so we can rewrite this as

$$
\frac{\partial \psi_{i+1}}{\partial \gamma_{i}}=-\frac{1}{2}\left(\frac{\tan \frac{\alpha_{i+1}}{2}}{\tan \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)}+1\right)
$$

Very similar deductions based on derivatives with respect to $\delta_{i}$ allow us to arrive at

$$
\frac{\partial \psi_{i+1}}{\partial \delta_{i}}=\frac{1}{2}\left(\frac{\tan \frac{\alpha_{i+1}}{2}}{\tan \left(\frac{\alpha_{i+1}}{2}-\sigma_{i+1}\right)}-1\right)
$$

The claim for $b_{i}$ follows.
(b) We return to the identity based on the law of sines from above, but will now consider derivatives with respect to $\varphi_{i}$. Note that this time, $c_{i}, d_{i}, \xi_{i}$ and $\zeta_{i}$ vary whereas $\gamma_{i}$ and $\delta_{i}$ are constant.

We are considering values at $\varphi=0$. Due to symmetry

$$
\begin{aligned}
& \xi_{i}=\zeta_{i} \quad c_{i}=d_{i} \quad c_{i}^{\prime}=-d_{i}^{\prime} \quad \xi_{i}^{\prime}=-\zeta_{i}^{\prime} \\
& \psi_{i+1}=4 \pi-\gamma_{i}-\delta_{i}-2 \tau_{i}-\left(2 \pi-\kappa_{i}\right)-\psi_{i+1}=\pi-\frac{\alpha_{i+1}}{2}
\end{aligned}
$$

Combining all these, we arrive at


We now have to find $c_{i}^{\prime} / c_{i}$ and $\xi_{i}^{\prime}$. We start with $c_{i}^{\prime} / c_{i}$. Recall that we are still considering derivatives with respect to $\varphi_{i}$. The law of cosines gives us

$$
\text { derivatives w.r.t. } \varphi_{i}\left\{\begin{array}{l}
c_{i}^{2}=K^{2}+L_{i}^{2}-2 K L_{i} \cos \left(\tau_{i}+\varphi_{i}\right) \\
\Rightarrow 2 c_{i} c_{i}^{\prime}=2 K L_{i} \sin \left(\tau_{i}+\varphi_{i}\right) \\
\Rightarrow \frac{c_{i}^{i}}{c_{i}}=\frac{K}{c_{i}} \frac{L_{i}}{c_{i}} \sin \left(\tau_{i}+\varphi_{i}\right)
\end{array}\right.
$$

At $\varphi=0$, we have $\varphi_{i}=0$ as well as

$$
\frac{K}{c_{i}}=\frac{\sin \left(\gamma_{i}-\xi_{i}\right)}{\sin \tau_{i}} \quad \frac{L_{i}}{c_{i}}=\frac{\sin \left(\pi-\left(\gamma_{i}-\xi_{i}\right)-\tau_{i}\right)}{\sin \tau_{i}}=\frac{\sin \left(\gamma_{i}-\xi_{i}+\tau_{i}\right)}{\sin \tau_{i}}
$$

We finish with finding $\xi_{i}^{\prime}$ (still as a derivative with respect to $\varphi_{i}$ ). We invoke the law of tangents for the triangle with sides $c_{i}, K, L_{i}$.

$$
\begin{aligned}
\frac{L_{i}-K}{L_{i}+K} & =\frac{\tan \left(\frac{1}{2}\left(\pi-\left(\tau_{i}+\varphi_{i}\right)-\left(\gamma_{i}-\xi_{i}\right)-\left(\gamma_{i}-\xi_{i}\right)\right)\right.}{\tan \left(\frac{1}{2}\left(\pi-\left(\tau_{i}+\varphi_{i}\right)-\left(\gamma_{i}-\xi_{i}\right)+\left(\gamma_{i}-\xi_{i}\right)\right)\right.} \\
& =\frac{\tan \left(\frac{1}{2}\left(\pi-\tau_{i}-\varphi_{i}-2\left(\gamma_{i}-\xi_{i}\right)\right)\right)}{\tan \left(\frac{1}{2}\left(\pi-\tau_{i}-\varphi_{i}\right)\right)}
\end{aligned}
$$

Note that the left-hand side doesn't change under a change of $\varphi_{i}$. So if we derive (and subsequently multiply by the denominator), we get

$$
\begin{aligned}
& \ddot{\approx}\left(\begin{array}{l}
0=\sec ^{2}\left(\frac{1}{2}\left(\pi-\tau_{i}-\varphi_{i}-2\left(\gamma_{i}-\xi_{i}\right)\right)\right)\left(-1+2 \xi_{i}^{\prime}\right) \tan \left(\frac{1}{2}\left(\pi-\tau_{i}-\varphi_{i}\right)\right)
\end{array}\right.
\end{aligned}
$$

At $\varphi=0$, we have $\varphi_{i}=0$. So we get

$$
\text { derivatives w.r.t. } \varphi_{i}\left\{\xi_{i}^{\prime}=\frac{1}{2}-\frac{\sin \left(\tau_{i}+2\left(\gamma_{i}-\xi_{i}\right)\right)}{2 \sin \tau_{i}}\right.
$$

We now have explicit formulas for $c_{i}^{\prime} / c_{i}$ as well as $\xi_{i}^{\prime}$. We can substitute them into Equation 5.1 and also use the following two identities at $\varphi=0$ (see Figure 5.12):

$$
\begin{aligned}
& \xi_{i}=\pi-\psi_{i+1}-\sigma_{i+1}=\frac{\alpha_{i+1}}{2}-\sigma_{i+1} \\
& \pi-\left(\gamma_{i}-\xi_{i}\right)+\pi / 7+\sigma_{i+1}=\pi \Rightarrow \gamma_{i}-\xi_{i}=\pi / 7+\sigma_{i+1}
\end{aligned}
$$

Doing so, we arrive at the desired formula for $a_{i}=\frac{\partial \psi_{i+1}}{\partial \varphi_{i}}$
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[^0]:    but not necessarily local minima
    2 graphs with possibly multiple edges between two vertices

[^1]:    3 However, it is still possible that the union of two or more edges forms a segment between two unbalanced points; of course, this segment will not be an edge.

